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Figure 1: We learn new dynamic units for visual speech (dynamic visemes) by considering the video portion of speech training
data. Dynamic visemes naturally capture visual coarticulation and the inherent asynchrony between visual and acoustic speech.
The training data is also used to learn a mapping from phonemes to dynamic visemes to create any text-to-speech animation.
Our approach can be applied to any style of character animation.

Abstract
We present a new method for generating a dynamic, concatenative, unit of visual speech that can generate realistic
visual speech animation. We redefine visemes as temporal units that describe distinctive speech movements of the
visual speech articulators. Traditionally visemes have been surmized as the set of static mouth shapes representing
clusters of contrastive phonemes (e.g. /p, b, m/, and /f, v/). In this work, the motion of the visual speech articulators
are used to generate discrete, dynamic visual speech gestures. These gestures are clustered, providing a finite
set of movements that describe visual speech, the visemes. Dynamic visemes are applied to speech animation by
simply concatenating viseme units. We compare to static visemes using subjective evaluation. We find that dynamic
visemes are able to produce more accurate and visually pleasing speech animation given phonetically annotated
audio, reducing the amount of time that an animator needs to spend manually refining the animation.

Categories and Subject Descriptors (according to ACM CCS): I.2.7 [Artificial Intelligence]: Natural Language
Processing—Speech recognition and synthesis I.4.8 [Image Processing and Computer Vision]: Scene Analysis—
Time-varying imagery I.5.4 [Image Processing and Computer Vision]: Applications—Computer vision I.3.7
[Computer Graphics]: Three-Dimensional Graphics and Realism—Computer vision
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1. Introduction

Realistic facial animation requires care and painstaking
manual effort. This is especially true during speech as view-
ers are extremely sensitive to any discrepancy between the
sounds and the accompanying facial movements [SP54]. As
the visual quality of computer graphics facial models im-
proves, one might also expect the quality of animated facial
behavior to follow. However, this generally has not been the
case and practical applications of speech animation in games
and movies is achieved using hand-crafted animation or us-
ing expensive and time consuming motion capture.

There are a number of factors that compound the difficulty
of synthesizing realistic facial movements during speech.
Firstly, the biomechanics of the face are complex and it
is not clear how these should best be modeled for speech
or other facial expressions, especially for character anima-
tion. Secondly, it is not clear how the underlying visual
speech signal should be represented at a segmental level
for synthesis. Previously this was done using visemes (vi-
sual phonemes [Fis68]), but whilst defining a visual unit
based on speech acoustics may be convenient, this simple
approach has a number of problems. Firstly, the number of
phonemes and visemes in an utterance transcription are con-
sidered to be the same — phoneme labels are simply substi-
tuted for viseme labels. Coarticulation effects, where neigh-
boring sounds influence one another, must be modeled as
part of a post process [Mas98], but there is no well defined
model of coarticulation in the phoneme-to-viseme mapping.
Secondly, the boundaries between the units in the acoustic
and visual modalities must align and in general this is not
true as coarticulation on the heavy visible articulators may
differ from that of the inner articulators. In short, context
matters and it may differ acoustically and visually. In a stan-
dard phoneme-to-viseme mapping there is no accounting for
this natural asynchrony of audiovisual speech. Thirdly, and
more importantly, a phoneme is by definition a group of re-
lated sounds that are perceived to have the same function.
Phonemes serve to represent meaningful contrasts between
utterances. Different realizations of the same phoneme can,
and often do, appear very different visually, for example see
Figure 2. Clearly these different lip poses should not all be-
long to the same visual class.

In this paper we define a new dynamic unit for visual
speech. This unit represents contrastive movements of the
speech articulators that are derived by analyzing real vi-
sual speech. Dynamic visemes better represent the visual
speech signal in that each viseme serves a particular func-
tion, and so substituting one dynamic viseme for another
changes the visual appearance of the utterance, a true visual
analog to a phoneme. The dynamic nature of our unit means
that coarticulation effects are explicit in our model and the
boundaries between visemes are not tied to the boundaries
of the underlying phones. Indeed, as our model represents
the movements of the visible articulators, we find that a sin-

until adjustments pistachio

cafeteria story minute

strong expect tycoons

Figure 2: Example video frames showing differences in lip-
shape at the onset of the sound /t/. In the sense of traditional
visemes, each of these poses represents the same unit.

gle viseme often extends over several acoustic phones. We
learn dynamic units by clustering visual gestures in a large
corpus of real speech video data. The cluster of visual ges-
tures assigned to a viseme in our model represents the vi-
sual equivalent of the allophones of a phoneme. We demon-
strate this by representing a visual speech utterance simply
by concatenating the median sample from the correspond-
ing dynamic visemes forming the utterance and animating
a 3D face model. We apply dynamic visemes to animation
more generally by mapping any given phoneme string to a
dynamic viseme sequence and show that the speech is more
visually pleasing than a common interpolated static mouth
shape approach.

2. Related Work

2.1. Modeling Visemes

Traditionally visemes have been defined as groups of
phonemes that are expected to appear visually the same
on the lips. There are two broad approaches for obtaining
this grouping: using either subjective assessment with hu-
man viewers [MJ83, OB86] or using a data-driven approach
[HSLG04]. In the case of subjective assessment, phonemes
are grouped if the within-group responses in a stimulus-
response confusion matrix account for a significant propor-
tion (usually 75%) of all viewer responses. However, limi-
tations of subjective assessment necessitate that the stimuli
be simple, so phonemes are presented in the context of iso-
lated mono- or bi-syllabic words. This does not reflect the
longer-term coarticulation effects found in natural speech
production. Also, phonemes need only be confused 75% of
the time, which suggests that up to 25% of the realizations
of the phonemes within a viseme group are visually distinct.

Data-driven approaches for identifying visemes typically
use some form of unsupervised clustering, where phonemes
that are clustered together frequently are said to form a
viseme. Phoneme-to-viseme mappings obtained using ob-
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jective methods tend to be less reliable than those defined us-
ing subjective methods both for computer facial animation of
speech [MLV11] and for visual speech recognition [CH11].

A simple many-to-one mapping is not sufficient to model
the complex relationship between the visual gestures and the
underlying sounds. As a result there is no definitive agree-
ment regarding either the number of visemic classes or how
the set of phonemes map to visemes. Thus, the definition of
a traditional viseme is only informal and as a unit of speech
for computer facial animation it is poorly defined.

2.2. Animating Speech

The goal of speech animation is to present the correct ar-
ticulatory dynamics on a face model. One approach is to
transfer real motion data from a talker to a model [CFP04,
Wil90, XCXH03], which has the advantage of capturing the
liveliness and subtleties of facial gestures produced by the
performer. Bilinear or multilinear models can separate iden-
tity, speech and expression such that the characteristics of
the transferred speech can be manipulated so the animation
can be presented in different emotional contexts or on dif-
ferent faces [CB05,NN01,VBPP05,WSZP07]. Whilst these
performance-driven approaches are effective for generating
realistic animation, motion transfer lacks the flexibility of
true animation in that an actor is always required.

Discretizing speech into a string of phonemic targets,
which are mapped to viseme targets using a lookup ta-
ble is another approach. An interpolation function is re-
quired to generate animated sequences by computing the in-
between frames. The interpolation function may be based
either on static targets [EP98] or a more complex func-
tion that attempts to model visual coarticulation. In [CM94]
the interpolation function is hand-crafted based on exponen-
tially decaying dominance functions, which was extended
in [WCH02] to personalize the animation to a particular
speaking style. A limitation of this approach is the hand-
tuning of the interpolation function is extremely time con-
suming. In [EGP02] the interpolation function is generated
automatically and is based on the distribution of multidi-
mensional morphable model (MMM) parameters belonging
to specific phonemes. However, although the MMM was
shown to transfer to different faces [CE05] the animation
parameters are limited to that specific form of model.

Rather than interpolating between static targets, an al-
ternative approach is to stitch together sequences of visual
speech based on some animation unit [BCS97, CTFP05,
CG00, MCP∗06], which typically are selected from a train-
ing corpus by minimizing a cost function that trades off
a measure of similarity between candidate and desired
phonetic contexts and the smoothness at the concatena-
tion boundaries. The units selected from the corpus might
be fixed length, e.g. [BCS97] or variable length [CG00,
MCP∗06]. The advantage of variable length units is that the

longest possible sequences of real data are extracted from
the corpus so there are fewer concatenation discontinuities.
However, the quality of the speech animation depends on the
amount of data available. The visual appearance of the un-
derlying units (phonemes/visemes) is highly context depen-
dent, see Figure 2, so examples of each unit in as many dif-
ferent contexts as possible is required so the correct sample
can be selected. Our dynamic units have the advantage that
sufficient data is required only to learn the viseme clusters
and because the units typically extend over multiple phones,
coarticulation effects are explicitly captured by the unit.

Generative statistical models can be employed to model
the joint distribution of acoustic and visual speech [Bra99,
ECR07]. These distributions can be sampled given new
acoustic speech as input to estimate the maximum likelihood
facial animation parameters, which can then be applied to the
visual model. Disadvantages of this approach are that map-
ping from acoustic speech to the resulting facial movements
is highly speaker-specific, and so this approach lacks flex-
ibility, and not all of the facial motion during speech can
be determined from the acoustics. It is important to ensure
that the choice of features and mapping function capture
the perceptually significant variance, and that any error in
the mapped facial motion is not in perceptually important
speech regions (e.g. lip closure).

A major limitation of all previous approaches is that the
representation of speech is ultimately either a phonemic or
a static visemic transcription, and information related to the
dynamics of the speech is lost. A dynamic gesture, referred
to as an anime, was presented in [CTFP05], but this unit was
also tied to the underlying phone structure of the speech. Our
dynamic unit for speech animation is derived from analysis
of real visual speech, and is not tied directly to the underly-
ing phones. Rather we seek a series of canonical speech ges-
tures that, after clustering, form sets of related gestures that
we refer to as dynamic visemes. These visemes each serve
a particular visual function — they represent a specific ac-
tion on the visible speech articulators. To generate speech
we search all the possible dynamic viseme sequences that
are plausible from the entire phoneme string. This is much
more powerful and expressive than assuming a fixed map-
ping, and is a more accurate model of speech production.

3. Speech Corpus

The data used in this work are drawn from an audio-visual
corpus containing an actor reciting 2542 sentences from the
TIMIT sentence list in a neutral speaking style. The video
was recorded at 29.97 frames per second at a resolution of
1920 by 1080 progressive scan and runs to approximately 8
hours. Both a frontal view and side view of the actor were
captured, but only the frontal view was used for this work
(see Figure 3). All sentences were manually annotated to
obtain a phonetic alignment using the Arpabet phonetic tran-
scription code.
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4. Discovering Dynamic Visemes

4.1. Parameterising Visual Speech

Active Appearance Models (AAMs) [CET01] provide a
means for tracking the speech articulators in a video. The
shape of an AAM is defined by the two-dimensional vertex
locations of a mesh that delineates the inner and outer lip
contours and the jaw (Figure 3):

s = {x1,y1,x2,y2, ...,xN ,yN}T .

The model is built by hand-labelling a small number of train-
ing images with the vertices that define the mesh. These
training meshes are then normalised for similarity, and prin-
cipal component analysis (PCA) gives a compact linear
model of the form:

s = s0 +
m

∑
i=1

si pi, (1)

where s0 is the mean shape and si are the shape basis vectors.
The coefficients pi are the shape parameters, which define
the encoding of s.

The appearance of an AAM is defined over the pixels
within the shape mesh, x = (x,y)T ∈ s0. The appearance
is constructed by warping each training image to the mean
shape and then applying PCA to give a compact linear model
of appearance variation:

A(x) = A0(x)+
n

∑
i=1

λiAi(x) ∀x ∈ s0, (2)

where the coefficients λi are the appearance parameters,
A0(x) is the mean appearance, and Ai(x), are the appearance
basis vectors.

In this work we use the inverse compositional project-
out AAM algorithm [MB04] to track the facial features.
For analysis, rather than building an AAM with a single ap-
pearance component (i.e. performing a single PCA on all of
the pixels within the shape mesh), we use a multi-segment
AAM [TMS∗09], where different regions of the face are
modelled as independent appearance components. This al-
lows a model of the inner mouth that is not required to be
linearly related to the surrounding appearance.

To construct a multi-segment AAM the images are seg-
mented into two sub-regions, one containing the pixels of the
inner-lip area and the other containing the remainder of the
face pixels. Independent appearance models are then con-
structed for each sub-region and the corresponding appear-
ance parameters are concatenated and normalised as follows:

b =

 Wpp
Wλλ1

λ2

=UcV T =
q

∑
i=1

jici (3)

where

Wp =

√√√√∑
n2
i=1 σ2

λ2i

∑
m
i=1 σ2

pi

, Wλ =

√√√√∑
n2
i=1 σ2

λ2i

∑
n1
i=1 σ2

λ1i

(4)

Figure 3: The 34 vertex locations of the active appearance
model mesh designed to capture the shape and appearance
variation of the visible speech articulators.

where p is a vector of shape parameters, and λ1 and λ2 are
vectors of appearance parameters for the two segments of the
multi-segment model. The number of dimensions of the re-
spective appearance and shape models are n1, n2 and m, and
σ

2
λ1i

, σ
2
λ2i

and σ
2
pi represent the variance captured by each

dimension of the respective model, ji are the basis vectors
spanning the combined shape and appearance space, and c is
a 20-dimensional vector that compactly describes the com-
bined shape and appearance variation of the lips and jaw
during speech. The dimensionality of each of the respec-
tive models is selected such that a given proportion (we used
95%) of the total variation is captured.

4.2. Identifying Visual Gestures

Following [HTH10], we segment the AAM parameter tra-
jectories corresponding to sentences into sequences of non-
overlapping visual gestures, where the ith gesture in a se-
quence, Gi, is a sequence of AAM feature vectors that map
a trajectory in AAM space representing a movement of the
visible speech articulators. The boundaries between gestures
are defined as salient points along the trajectory, which are
identified by differentiating the gradient magnitude in 20D
AAM parameter space, and locating the zero-crossings.

The motivation for identifying gesture boundaries in this
way is that during speech the articulators do not move at a
constant rate. Rather, they tend to accelerate away from ar-
ticulatory targets and then decelerate as they approach the
next target. This generates a visually intuitive and com-
pelling segmentation, marking boundaries where the artic-
ulators change direction, or where they hit extreme poses,
such as the lip closure during a bilabial. Figure 4 shows the
gesture boundaries for an utterance and Figure 1 illustrates
the asynchrony between phone and gesture boundaries. Fur-
ther examples are given in the accompanying video.
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Figure 4: Bottom: the gradient magnitude in 20D AAM pa-
rameter space over a sentence. The automatically derived
gesture boundaries are highlighted as red dots. Top: the
video frames corresponding to the segment boundaries.

Our goal is to cluster a collection of segmented gestures
from the training video into visually similar, variable length
dynamic units. Rather than referring to visemes as the vi-
sually contrastive phonemes, we instead define a viseme as
the gestures that have the same function visually. These
gesture groups represent meaningful contrasts between vi-
sual speech utterances, and are the visual analog to the allo-
phones of a phoneme.

4.3. Clustering Visual Gestures

Measuring the distance between multivariate time series data
of arbitrary lengths is a non-trivial problem. Previous ap-
proaches include linearly resampling the data to a fixed
length and then computing point-wise distances, calculating
the cost of dynamically warping one sample to another using
DTW [KR05] and modeling sequences as hidden Markov
model (HMM) super-features [CSR06]. In this work we
adopt the latter as this tends to generate better clusters.

To generate HMM super-features, a universal background
model (UBM) in the form of a HMM is first trained using
the AAM parameters for all of the gestures in the training
video. Each state of the HMM, ζ j(x), is represented as a
multivariate Gaussian mixture model:

ζ j(x) =
M

∑
k=1

w jkN(x;µ jk,Σ jk), (5)

where N(x;µ jk,Σ jk) denotes a multivariate Gaussian with
mean µ jk and covariance Σ jk, M is the number of mixture
components and w jk is the weight of the kth mixture compo-
nent. For each gesture, the UBM is then updated using MAP
adaptation [HM07], where the means of the mixture compo-
nents are updated using:

µ̂ jk =
N jk

N jk + τ
µ̄ jk +

τ

N jk + τ
µ jk, (6)

where µ jk is the mean of the jth state and kth mixture com-
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Figure 5: The mean squared difference between the super-
features and the respective cluster median for each ges-
ture (Dm) and the nearest-neighbour from a different clus-
ter (Dn). The number of clusters is varied over k =
{40,45,50, . . . ,600} and the errors have been scaled to the
range 0 . . .1 for visualization. The trade-off value for k is
around 150 clusters.

ponent in the UBM, µ̄ jk is the mean of the adaptation data,
τ is the weight of a priori knowledge to the adaptation data,
N jk is the occupation likelihood of the adaptation data and
µ̂ jk is the updated mean.

The HMM super-features for each gesture are the vector
difference between the UBM mean vectors and the MAP
adapted mean vectors. The dimensionality of the super-
features is N×M×D, where N is the number of states, M is
the number of Gaussian mixture components and D is the di-
mension of the training features. In our case, the models are
trained using the AAM parameters appended with the ve-
locity and acceleration coefficients making D = 20× 3. We
use an HMM with three emitting states, each with a single
Gaussian mixture component in a left-to-right model with
self-looping allowed, but no state skipping. The HMMs are
trained using the EM algorithm from the Hidden Markov
Model Toolkit (HTK) [YEG∗06].

To generate the dynamic visemes, the super-features are
clustered using a graph-based clustering algorithm [Kar02].
We find that this generates more visually appealing clusters
than simple k-means clustering. The distance measure be-
tween gestures is the Euclidean distance between the respec-
tive super-features.

4.4. Determining the Number of Dynamic Visemes

To determine the number of dynamic visemes required to
cover the visual speech space, two goodness-of-fit measures
were computed for each of k = {40,45,50, . . . ,600}:

Dm the mean distance of the super-features to their respec-
tive cluster median.

Dn the mean distance of the super-features to the nearest
sample that does not belong to the same cluster.

Dm will be large for ill-formed clusters because visually dis-
tinct gestures will be assigned to the same viseme. Thus Dm
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Figure 6: The distribution of two phonemes across the
dynamic visemes. The lack of (visual) consistency for the
phonemes demonstrates that simply substituting viseme la-
bels is a poor way of representing visual speech.

indicates if there are too few visemes. Conversely, Dn will be
low when there are too many visemes as visually similar ges-
tures are assigned to different visemes. These measures are
plotted in Figure 5 as a function of the number of visemes.
To determine the appropriate number of visemes, k, we lo-
cate the (approximate) knee of the curves [JMF99], which in
this case is approximately 150 visemes.

4.5. Properties of Dynamic Visemes

The visemes identified by clustering (Section 4.3) repre-
sent sets of visually similar gestures. Therefore, if map-
ping phonemes to static visemes is valid, we would expect
phonemes to be assigned to the same visual clusters consis-
tently. Figure 6 shows that this is far from the case. Occur-
rences of the phonemes /sh/ and /d/ are distributed widely
over the 150 dynamic visemes because their visual appear-
ance varies in different phonetic contexts. Figure 7 shows the
distribution of the number of phones in the dynamic units
segmented in our training corpus, and we find that≈ 90% of
these extend over two or more phones. By spanning multi-
ple phone segments dynamic visemes naturally capture the
effects of coarticulation in speech production.

5. Animating Speech with Dynamic Visemes

We have implemented speech animation using dynamic
visemes on a 3D model artistically rigged using surface de-
formers in Autodesk Maya 2011. This represents an industry
standard modeling and rigging approach. All gestures be-
longing to a dynamic viseme serve the same visual function,
so each viseme is represented using the median visual ges-
ture of those assigned to it during clustering. Each of the 150
visemes are animated on our model. Each animation is short,
on average four frames, and need only be defined once for
any given character. Figure 8 shows examples.

To animate speech when the dynamic viseme sequence
is known, e.g. reanimating a training sequence, we simply
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Figure 7: The distribution of the number of phones form-
ing a dynamic unit measured from our training corpus. Over
90% of the dynamic units span two or more phonemes.

concatenate the required dynamic visemes in the sequence,
then blend at the boundaries to create a smooth join. Fig-
ure 9 shows example frames from a sequence animated
in this way. To blend two gestures, the adjoining frames
at the boundary are interpolated using Maya’s cubic two-
dimensional Bezier curve fitting function through an inter-
polating mean point defined on the adjoining half frame. Fig-
ure 10 shows the effect of the boundary smoothing. Note that
only the boundaries are affected by the join — the viseme
dynamics remain the same.

5.1. Mapping Phonemes to Dynamic Visemes

Given an input sequence of N phoneme labels, P =
p1, p2, ..., pN with the corresponding durations, an output
sequence of M dynamic viseme labels, V = v1,v2, ...,vM ,
that best corresponds to the desired speech movements is
required. To find this mapping we exploit our knowledge
of the phoneme strings that are associated with the viseme
clusters during training. Specifically, each viseme, vi, has a
number of variable length phoneme strings associated with
it, corresponding to the constituent gestures assigned during
clustering. Using these phoneme strings, we perform an ex-
haustive search to locate all possible sequences of visemes
that could have given rise to the input phoneme sequence P.

As an example, if the target phrase is ‘word’, we first
search for the instances of the phoneme string, P = /w/, /er/,
d/, in the viseme clusters. Any clusters that contain this se-
quence are identified as candidate viseme sequences. Next,
we search for the phoneme substrings {/w/, /er/} and {/d/}
and all combinations of viseme clusters containing these se-
quences are added to the candidate viseme sequences. Fi-
nally, we search for the sequences {/w/} and {/er/, /d/}. To
account for asynchrony between the phoneme and dynamic
viseme boundaries, phonemes corresponding to the end of
one gesture are also allowed to appear at the beginning of
the next gesture — see Figure 11. This is required since the
boundaries between the phonemes and the dynamic visemes
tend not to align.
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Viseme 4 Viseme 80 Viseme 90

Figure 8: Three example dynamic visemes animated by an artist on a surface-deformer model in Maya.

Frame: 40 46 99 121 132 147

Figure 9: Examples frames from an animation sequence for
a face model (top row) and the corresponding video frames
(bottom row).

To select the best matching dynamic viseme sequence
from the list of candidate samples each candidate is assigned
a cost as follows:

ci = α(−Pr(Vi|P))+β(ts(Vi,P))+ γ(d(Vi)), (7)

where Vi represents the ith candidate viseme sequence. The
first term in Equation 7 represents the probability of viseme
sequences, Vi, given the phoneme string. This is calculated
by summing the bigram log probabilities for the viseme pairs
and the log probabilities of the respective phoneme sub-
strings with respect to the viseme cluster:

Pr(V |P) =
|V |

∑
m=2

(log(Pr(vm|vm−1)))+
|V |

∑
m=1

(log(Pr(pm|vm))),

(8)
The second term in Equation 7 represents the cost of tem-
porally aligning the dynamic visemes in Vi to the target se-
quence P in terms of duration. This term biases the viseme
selection towards those that most closely match the speak-
ing rate of the target sentence. The final term is a measure
of discontinuity at the boundaries of the concatenated dy-
namic visemes in AAM space. The weights, α, β and γ are
determined subjectively and are set to 0.699, 0.3 and 0.001
respectively. These parameters can be adjusted to vary prop-
erties of the output animation, but for all results in this paper
these are the values used. On completion of the search al-
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Figure 10: Stitching dynamic sequences together requires
only simple blending at the segment boundaries. The seg-
ment start and end key values (black curve, red points) are
replaced with a half-frame, mid-value point (green). Default
Maya anim curve interpolation computes new values (blue
curve, red points) for the segment start and end key values
without disrupting other key values.

/w/ /er/ /d/

/w-
er/

/d/
/d/

/er-d/

/w-er-d/
/d/

Start End

/er/

Monday, 28 May 2012

Figure 11: Possible paths for mapping the phoneme string
/w-er-d/ to visemes (black nodes).

gorithm the lowest cost viseme sequence is used to generate
the output speech animation. See Figure 12.

An important point about the use of dynamic visemes is
that the same phoneme string can map to a different se-
quence of dynamic visemes depending on the context in
which phonemes appear, which is not the case for static
visemes. As an example, instances of the word “another”
are shown in Table 1. The center column shows the viseme
sequence and the left and right columns show the context in
which the word was spoken. Notice that the transcription of
the word differs both in the number and in the composition
of the dynamic visemes.
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“Have a listen to this”

/hh-ae-v-ae-l-ih-s-n-t-uh-dh-ih-s/

Viseme 33

Viseme 100

Viseme 40

Viseme 103 Viseme 117

Viseme 77

Viseme 133

Viseme 98

/hh-ae-v/

/ae/ /ae-l/

/ih-s/

/t-uh/

/n/

/uh-dh/ /ih/
/aa-v/

/eh-g-f/

/ae-g-th/

/eh-th/ /iy/
/hh/

/ih-t-s/

/ah-d-s/

/t-k-ae/

/t-n-eh/

/z-ae/

/hh/ /ah-d/

/d-ah-l/

/ah-n-g/

/d-uh-n/

Phonemes

33-103-117-98-133-100-40-77-98Visemes

Figure 12: Mapping variable length phoneme substrings for
the sentence “Have a listen to this” to dynamic visemes.

5.2. Viseme Alignment

Dynamic visemes are independent of phonemes, so the
boundaries tend not to align. However, the viseme bound-
aries can be approximated from the (known) phone bound-
aries using:

ve
i =

pe
j, if ve

i does not intersect p j
pe

j−1 + pe
j

2
, otherwise

(9)

where ve
i represents the end frame of viseme i, and pe

j rep-
resents the end frame of phoneme p j. A viseme is assumed
to intersect a phoneme if the phoneme label is split over two
consecutive visemes, otherwise the boundaries are assumed
to align. This exploits the phenomenon that humans do not
perceive an offset of 80ms (≈ 3 video frames) when the au-
dio leads and 140 ms (≈ 5 video frames) when the audio lags
in speech [Sum92].

6. Results

6.1. Subjective Evaluation

Subjective evaluation was used to evaluate two aspects of
our system: 1) The efficacy of dynamic visemes for mod-
eling visual speech, where we reanimate 50 of the train-
ing sequences for which the correct viseme sequences are
known, and 2) the quality of visual speech animated using
50 sentences held-out from training, which were generated
using the phoneme-to-dynamic viseme lookup described in
Section 5. In both cases we compare dynamic visemes with
a phoneme-to-static key pose mapping taken from [PW96]
where keyframes were placed at the midpoint of each phone
segment and a cubic two-dimensional Bezier curve in Au-
todesk Maya 2011 was used to generate the intermediate
frames. Diphthongs are not included in the phoneme-to-pose
lookup described in [PW96], so we approximate them by
concatenating the two corresponding vowels.

Thirty two participants took part in a pairwise preference
test where, for each sentence, they were shown two movies
side-by-side — one for each condition, dynamic viseme and

Visemes
Left context (/ah-n-ah-dh-er/) Right context

After 70-80-124 long pause...
(Silence) 134-80-101 memo for...
... one or 83-80-149 of the...
(Silence) 134-117-35 field had...

... can have 28-80-104 tunafish sandwich
(Silence) 145-45-145-148 longer strip...
(Silence) 145-80-69 brand of...
... pick up 123-80-5 pack on ...
(Silence) 145-80-1-137 put sex...
(Silence) 145-45-67-132 snarled close...

... ideas surfeit 117-80-133 sector of...
... progress, 145-45-80-134 is delineating...
... not try 75-80-134 club
(Silence) 145-45-67-125 stock vaudeville...

Table 1: The center column shows the viseme sequences for
the word “another” spoken in different contexts.

20 40
Preference (%)

8060

Static VisemesDynamic Visemes

0 100
A
B

Figure 13: Pairwise preferences averaged over thirty two
participants for animations using: (A) the ground-truth dy-
namic visemes, and (B) dynamic viseme generated Equation
7.

static pose interpolation. They were played the left movie,
followed by the right movie and finally both movies syn-
chronously. After each sentence, viewers selected whether
they preferred the left or the right movie. The order of the
sequences and the left-right position on screen for each treat-
ment were randomized for each participant. The results of
the subjective study are shown in Figure 13.

Case A: Reanimating training data with known dynamic
viseme sequences. Viewers prefer (p < 0.01) animation gen-
erated using concatenated dynamic visemes to animation us-
ing a phoneme-to-static viseme lookup, on average, 80% of
the time. This shows that these units are an effective visual
analog of phonemes since a dynamic viseme is always the
same example of the unit from the training video, and these
are simply concatenated.

Case B: Speech animation for unknown dynamic viseme se-
quences. Viewers again prefer (p < 0.01) animation gener-
ated using concatenated dynamic visemes to animation us-
ing a phoneme-to-viseme lookup, this time on average, 62%
of the time. Feedback suggests that even a single error in
the selection of the animation units can severely impact the
perceived quality.

c© The Eurographics Association 2012.
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Figure 14: Ground-truth parameter trajectory, c1 over a
sentence (red dotted line) and the corresponding parameter
trajectory generated using the phoneme-to-dynamic viseme
look up (blue solid line).

µ σ

Training: 10.615 1.729
Testing: 13.578 2.211

Table 2: The mean (µ) and standard deviation (σ) of the
RMS error averaged over 50 sequences for AAM parameters
generated both by re-synthesising known dynamic viseme se-
quences and sequences generated using Equation 7.

6.2. Objective Evaluation

An example parameter trajectory for the first component of
an AAM generated using the phoneme-to-dynamic viseme
look up and the corresponding ground-truth trajectory as
measured from a video sequence is shown in Figure 14.
It is clear that the trajectory generated using the animation
pipeline follows closely the desired trajectory. We have eval-
uated dynamic visemes numerically by comparing the gen-
erated 20D AAM parameter trajectory to the corresponding
trajectory measured from a video sequence for 50 training
sentences, for which the dynamic viseme sequence is known,
and for 50 held-out sentences for which the phoneme-to-
dynamic viseme search is used to generate the dynamic
viseme sequence. The mean root-mean-square error aver-
aged over the the 50 sentences for both the training and test
cases are given in Table 2 with corresponding standard devi-
ations. This also shows a slight increase in error in the test
case, where viseme selection is based on Equation 7.

7. Summary

We have introduced a new dynamic unit for visual speech,
which better represents the visual equivalent of phonemes
than the traditional idea of static viseme shapes. A large cor-
pus of video speech data is segmented into short sequences
by compactly modeling the database using an AAM and then
defining points of zero-crossing in parameter space acceler-
ation as segment boundaries. This generates a set of reliable

and visually intuitive speech gestures that cluster to 150 dy-
namic visemes that can be concatenated to animate speech.

We demonstrate a synthesizer that stitches together the
dynamic viseme cluster centers using simple spline inter-
polation at the unit boundaries. The accompanying video
shows several example animations including side-by-side
static vs. dynamic viseme animation. The dynamic synthe-
sizer has visual units that can, and often do, span more
than one phoneme, so visual coarticulation across multiple
phones is accounted for in the unit. We are able to map any
phoneme string to dynamic visual speech animation by ex-
haustively searching the graph of viseme transitions to find
possible viseme sequences that match the phoneme string.

An advantage of using dynamic visemes for speech an-
imation is that they are applicable to any form of model
or rigging. All that is required is that an animator must
(creatively if desired) define the short dynamic viseme se-
quences once for the particular rig. An alternative is to define
a mapping from the AAM parameterization to a new rig.

A subjective evaluation shows that animation resulting
from dynamic visemes is more natural and plausible than an-
imation generated using static pose interpolation. This rein-
forces the problems associated with traditional many-to-one
mapping approaches, and suggests that dynamic visemes are
a more suitable, if more complex, basis for visual speech.

7.1. Further Work

Future work will focus on improving the phoneme-to-
dynamic viseme lookup. This is our initial attempt at such
a mapping, and we note from feedback that if a single unit
is used incorrectly in a sentence, the perceived quality of the
entire sequence is significantly affected. Given our definition
of a viseme, we expect this to be the case. This is supported
by the findings in [Wit12] which considered the impact of
different forms of error in animated speech sequences. We
intend to investigate alternative cost functions (Equation 7).

We intend to build upon this work by extending the anal-
ysis to multiple speakers and considering other prosodic
speech effects such as speaking rate, speaking volume, and
emotion. We will also consider the relationship between dy-
namic visemes for different speakers, and in particular how
animation can be transferred between speakers.
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