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ABSTRACT
This paper presents an experiment with three artificial agents adopt-
ing different strategies when being interrupted by human conversa-
tional partners. The agent either ignored the interruption (the most
common behavior in conversational engines to date), yielded the
turn to the human conversational partner right away, or acknowl-
edged the interruption, finished its thought and then responded to
the content of the interruption. Our results show that this change
in the agent’s conversational behavior had a significant impact on
which personality traits people assigned to the agent, as well as how
much they enjoyed interacting with it. Moreover, the data also in-
dicates that human interlocutors adapted their own conversational
behavior. Our findings suggest that the interactive behavior of an
artificial agent should be carefully designed to match its desired
personality and the intended conversational dynamics.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in inter-
action design; Empirical studies in HCI ; • Computing method-
ologies → Discourse, dialogue and pragmatics.

KEYWORDS
Speech interruption, Barge-in, Overlapping speech, Group interac-
tion, Spoken dialogue system

ACM Reference Format:
Ronald Cumbal, Reshma Kantharaju, Maike Paetzel-Prüsmann, and James
Kennedy. 2024. Let Me Finish First - The Effect of Interruption-Handling
Strategy on the Perceived Personality of a Social Agent. InACM International
Conference on Intelligent Virtual Agents (IVA’24), September 16–19, 2024,
GLASGOW, United Kingdom. ACM, New York, NY, USA, 10 pages. https:
//doi.org/10.1145/3652988.3673916

∗The work was performed while the first author was with The Walt Disney Company

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
IVA ’24, September 16–19, 2024, GLASGOW, United Kingdom
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0625-7/24/09. . . $15.00
https://doi.org/10.1145/3652988.3673916

1 INTRODUCTION
For artificial agents involved in spoken interactions, effective com-
munication strategies go beyond having interesting content to
share; they also need an understanding of conversational turn
behaviors. In an ideal interaction, individuals take turns speak-
ing, with short pauses between turns facilitating a smooth switch
between speakers [44]. Hence, previous work on timing in conver-
sations has mainly focused on predicting when a conversational
partner has finished speaking [48]. However, in typical conversa-
tions, the turn-switching is not smooth and tends to have a higher
frequency of simultaneous speech [24, 47]. No matter how accurate
models predicting the end of a speaker’s turn become, overlapping
speech and interruptions will occur in human conversations as a
natural phenomenon that contributes to facilitating the dialogue
[8, 60]. With our work, we aim to extend related work by focusing
on different strategies for an agent to react to being interrupted.

We developed an interactive game where teams of two humans
engage with three artificial agents, each equipped with a different
strategy for handling interruptions. Most interactive dialogue sys-
tems use a turn-by-turn strategy, i.e., the agent does not process
any incoming speech while talking, so interruptions are ignored en-
tirely [32]. This strategy constrains the interaction [9], even though
research shows that users tend to trust and prefer systems that
offer greater interactive capabilities [15]. As such, we designed two
different strategies for reacting to interruptions. In the first strategy,
the agent responds to the interruption right away and then returns
to the previous topic, which mimics the expected conversational be-
havior if the importance of the human request is considered higher
than the ongoing conversational topic. In the second strategy, the
agent acknowledges the interruption, finishes the previous conver-
sation thread, and then responds to the interruption. This behavior
is more appropriate when the agent considers the current topic to
have higher priority than the interruption content.

Our work presents twomain contributions. First, we analyze how
the three different strategies of responding to being interrupted
changes people’s perception of the agent and how people adapt
their behavior in a conversation accordingly. Our analysis includes
perceptual dimensions covering the personality of the artificial
agent as well as the quality of the interaction. Second, we describe
how we integrated a model to classify interruptions into our dialogue
framework and built a content manager to appropriately react for
each strategy. While the natural language understanding of the
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system is controlled by a human wizard, all decisions around when
to speak and what to respond with are taken autonomously by the
system. Our work can both inform researchers on how to best react to
an agent being interrupted and help them implement a framework that
will work in both fully autonomous and wizard-controlled systems.

2 RELATEDWORK
Instances of simultaneous speech by two or more speakers are com-
monly referred to as speech overlaps and several researchers have
proposed taxonomies to identify and categorize them [13, 42, 45].
Two main categories of speech overlaps can be identified: com-
petitive and non-competitive (commonly referred to as coopera-
tive) [7, 48]. Competitive overlaps occur when interlocutors compete
to claim the floor from the current speaker, with one of them yield-
ing the floor [45]. Cooperative overlaps occur when another speaker
takes a turn, often to provide feedback or support, with no intention
of claiming the floor [14, 19, 58, 61]. An interruption, frequently
categorized alongside competitive overlaps, is defined as an attempt
to grab the floor while a speaker’s turn is ongoing or during brief
pauses [22, 29, 46, 48]. In this study, we focus on interruptions in
which participants seek to claim the floor during an agent turn.

2.1 Interruption Detection and Classification
Analyses of corpora annotated with speech overlaps have high-
lighted audiovisual characteristics differentiating competitive and
cooperative overlaps. For example, interruptions are often charac-
terized by a higher pitch and an increase in intensity [22, 23, 45, 47],
as well as an increase in speaking rate, glottal stops, or repeti-
tions [45]. These changes in speech provide evidence of speaker
conflicts when claiming a turn [45]. Cooperative overlaps, on the
other hand, have a lower pitch level [60]. Interruptions are also
more likely to occur after certain types of pauses [22], e.g., end-
points of words, including backchannels and disfluencies [47].

Several attempts have beenmade to automatically classify speech
overlaps in conversations. Initial studies focused on audio-based
features, e.g., fundamental frequency (F0) [27], energy [28], or a
combination of them: prosody, MFCCs, energy, and spectral fea-
tures [7]. Classifier performance can improve with the addition
of visual features e.g., annotated hand motions and disfluencies
produced a 21% increase in classification accuracy [28], and slight
improvements were observed after including gaze information [56].

In this work, we focus solely on audio-based features to minimize
the amount of personal user data recorded. Our interruption detec-
tion model prioritizes low latency for use in a real-time dialogue
system, in contrast to offline classifiers that tend to underperform in
real interactions [30]. Furthermore, our approach aims to enhance
model performance, particularly compared to similar systems, em-
phasizing the importance of facilitating fluent conversations.

2.2 Interruptions in Interactive Systems
Research on interruptions in spoken dialogue systems has primarily
focused on evaluating response-strategies used to handle barge-ins
on task-oriented dialogues, where the user and the system adhere to
strict turn-by-turn interactions [11, 40]. The most common method
to handle interruptions has been to stop the system’s spoken out-
put and continue once the user has finished speaking. For instance,

Cassell et al. [5] and Nooraei et al. [36] applied this technique to
enhance the communicative abilities for embodied conversational
agents, while Matsuyama et al. [33, 34] used this strategy when
users barged-in to select articles from a list of news titles read
aloud by the system. Crook et al. [10, 11] extended this strategy for
agents in social conversations, incorporating a context-sensitive
approach to address interruptions and decide whether to continue,
abort, or replan the conversation. They also accounted for the user’s
emotional state to handle different interruptions. In these systems,
interruption detection primarily relies on Voice Activity Detec-
tion (VAD) [35, 52], Speech Recognition [40] or a combination of
both [43]. However, these components are susceptible to detecting
false positives, e.g., backchannels, which are often mitigated by al-
lowing user barge-ins only at specific points in the dialogue [11, 40].

In this study, we improve on existing methods by introducing a
classifier specifically designed to reduce the aforementioned false
positives. Additionally, we extend previous interruption handling
techniques, based on basic turn-taking (i.e., stop-continue), by intro-
ducing a dialogue framework that dynamically adapts and expands
the content of the dialogue flow when interruptions are detected.

2.3 Perception of Interruption Handling
Turn-taking styles in human conversations can affect the perception
of social attributes. For example, the occurrence and management
of interruptions play a role in shaping perceptions of interpersonal
dynamics between conversational participants [3], often associated
with perceptions of power, control, or dominance [37, 59].

When analyzing how people perceive different interruption han-
dling strategies with conversational agents, Janowski et al. [25]
found that agents that yield to interruptions were linked with intro-
verted and submissive personality traits, while those that interrupt
were associated with extroverted personality traits. Cafaro et al. [4]
explored interruption types and handling strategies on perceived
interpersonal attitude, engagement, and involvement using two
conversational agents. The amount of overlap had an effect on
users’ perception of dominance and friendliness, while a coopera-
tive strategy positively influenced the engagement and involvement
levels. Similarly, Gebhard et al. [16] found that an agent was rated
as more friendly when overlaps were minimal, and dominant when
the agent continued talking after an interruption from the user.
Recently, Yang et al. [62] proposed a model to predict interruption
initiation timing for virtual agents, finding that randomly chosen
interruption times were rated similarly to real and predicted ones.

In contrast to previous work relying on simulated or constrained
interactions, our study employs a social conversation to measure
perceptual changes. Additionally, we assess the effect of interrup-
tion handling strategies on participants’ conversational behavior.

3 RESEARCH OBJECTIVES
The main objective of our work is to understand the impact of
different interruption-handling strategies on the personality of a
conversational agent and how they influence its likability. We are
also interested in studying how these strategies affect the conversa-
tional behavior of the human interlocutors, measured in terms of
user utterances and speech overlaps.
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Figure 1: An overview of the three different interruption handling strategies with example dialogues.

3.1 Interruption-Handling Strategies
To address these questions, we created a system that implements
three different interruption-handling strategies (Fig. 1) as follows:

Ignore (IGNR): This is the standard strategy implemented in most
dialog systems, where all of the interruptions are ignored, irrespec-
tive of their significance to the conversation. The users must wait
for the agent to complete its turn before attempting a turn-switch.

Accept (ACPT ): In this condition, when an interruption is detected,
the agent immediately pauses its speech and yields the turn to the
user. Once the user has finished speaking, the agent responds to
the user’s interruption and resumes the conversation from where it
left off. This behavior implicitly signals that the interruption takes
precedence over the current conversational topic.

Acknowledge (ACKN ): When an interruption is detected, the
agent again immediately pauses and yields the turn to the user.
However, once the user has finished speaking, the agent verbally
acknowledges the interruption, finishes its incomplete turn, and
finally responds with the answer to the user’s interruption. This
behavior implicitly signals that the current conversational topic
takes precedence over the interruption.

3.2 Hypotheses
Based on the existing literature, we formed the following set of
hypotheses about how our strategies will compare:

[H1] Changes in Perception Existing human-agent and human-
human studies have shown a strong association between perceived
personality traits and interruptive events [4], highlighting that an
agent that interrupts is perceived as less agreeable and more as-
sertive [54]. Additionally, studies have shown connections between
interruptions, personality traits and likability (Sec. 2.3), indicating
that both interrupting and holding on to a turn could significantly
reduce an agent’s likability [1, 19, 41]. We hypothesize:

[H1A] Personality: Agents that respond immediately to an in-
terruption (ACPT ) will be perceived as more open and agreeable
compared to agents not responding right away (ACKN and IGNR).
In contrast, agents that do not respond to interruptions at all (IGNR)
will be perceived as more extroverted and conscientious compared
to agents that respond to them (ACKN and ACPT ).

[H1B] Likability: Agents will be perceived as more likable when
the human turn is given precedence (ACPT ), in comparison to the
agent finishing its own turn (ACKN and IGNR).

[H2] Changes in Conversational Behavior In an interaction, in-
terlocutors often adapt to the style of one another [17, 32]. Research
indicates that the turn-taking style of an agent has an impact on
the user’s behavior [55] and, in general, participants accommodate
their speech behavior to the agent [51]. We hypothesize:

[H2A] Utterances: As they will wait for clear turn-yielding cues,
people will produce fewer utterances with an agent that ignores
interruptions (IGNR) when compared to an agent that explicitly
acknowledges the interruption (ACKN , ACPT ).

[H2B] Overlaps: Conversations will have a higher number of
speech overlaps in ACKN and ACPT because of more interruption
attempts than in IGNR, where the agent ignores user interruptions.

4 IMPLEMENTATION
4.1 Interruption Detection
We built a dataset by automatically extracting overlapping speech
segments based on dialogue act tags from the AMI corpus [26] and
adding nine additional labels1. We collapsed the labels provided by
three annotators to get interruptions (I) and non-interruptions (NI)
with moderate agreement (Cohen’s kappa = 0.59). To improve the
robustness to instances of vocal sounds e.g., laughter or coughing,
we included samples from the VocalSounds dataset [20]. The final
dataset contained 9671 samples for training (split 70:30 into train
and validation sets) and an additional 322 samples for testing.

Our interruption detection model used concatenated speech
features i.e., F0, MFCCs, pitch, and intensity as input. The features
were extracted over a 0.96 second context window using Librosa
with default parameters, except for pitch (fmax=1600, fmin=75).
A Feed-forward Neural Network model with four hidden layers,
using ReLU activation functions and dropout, was implemented
in PyTorch (v1.8.1). Hyperparameters were manually tuned based
on precision and recall evaluation, resulting in a batch size of 64,
a learning rate of 1𝑒−4, a hidden layer size of 32 neurons, and a
dropout rate of 35%. The model was trained using Cross Entropy
Loss and Stochastic Gradient Descent for up to 50 epochs (seed=1),
with early stopping based on validation loss (patience=5).

The best-performing model achieved an overall accuracy of 79%
(Interruptions: 69%; Non-interruptions: 87%). The use of a small
context window ensures quick detection of interruptions without
producing a high rate of false positives, and improves on classifiers
deployed in previous work as detailed in Sec. 2.

1Feedback [NI], Delayed response [NI], Side-talk [NI], Non-speech [NI]; Early Start
[I], Turn Grab [I], Attempt Turn [I], Simultaneous Start [I]; Unknown
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4.2 System Overview
A content manager (CM) navigated a dialogue tree and sent requests
to a Microsoft Azure2 Text-to-Speech system (TTS) for audio play-
back. The system’s language understanding was handled by a hu-
man wizard who was blind to the experimental condition. We chose
to have human control over the language understanding to remove
frustration linked to misunderstandings as a confounding factor.
The wizard was located in a different room and received an audio
stream of the conversation. Speech was detected by a microphone
array with on-board VAD. The results from the VAD classification
and the audio stream were fed into the interruption detector, which
sent outputs to the CM. If a non-interruptive overlap was detected,
the CM took no action. If an interruptive event was detected, the
CM implemented one of the three strategies explained in Sec. 3.1.

If the strategy selected was IGNR, the CM disregarded all mes-
sages received while the agent turn was in progress; the user’s
speech had no impact on the timing or the content uttered by the
agent during its turn. In the ACPT and ACKN conditions, when an
interruption was detected, the CM stopped the ongoing utterance
and waited for the user to complete their utterance. Afterward, a
response to the user was pushed to the queue of upcoming speech.
Conversational snippets designed to make the transitions more nat-
ural were added to the queue. Depending on the condition, these
were either inserted before (ACPT ) or before and after (ACKN ) the
already planned utterances belonging to the conversational topic
(Fig. 1). The wizard needed to input the content of the interrup-
tion before a response could be selected. If the wizard failed to
provide this input within two seconds after the participant finished
speaking, the agent defaulted to asking the human to repeat.

5 EVALUATION
A within-subject design was used for the evaluation of the system
and our three interruption-handling strategies. We used a script to
generate a balanced random distribution of the conditions to ac-
count for potential order effects. Both the wizard and the researcher
conducting the experiment were blind to the order of conditions.

Participants were recruited internally through voluntary sign-
ups communicated using posters and mailing lists. Forty adults who
live and work in the US participated. Each session was conducted

2https://azure.microsoft.com/en-us/products/ai-services/text-to-speech

Figure 2: Overall setup of the dialogue system and user study.

with two randomly assigned participants, some of whom did not
know each other (n=9) and others who did (n=11). As participants
are working in a technology field, most indicated a general familiar-
ity with virtual agents or robots (n=31). However, their involvement
with said technologies varied, with some participants working in
design or administrative roles, and even among the technologists,
most did not work with robots or artificial agents on a daily basis.
Due to privacy concerns, we were not permitted to collect addi-
tional demographic data. Participants received a non-monetary
reward for their participation.

5.1 Interaction Design
To measure the impact of interruption-handling, we designed a
conversational game with an incentive to interrupt.

(Game) Context: The main aim of designing the scenario was to
create an environment in which interruptions need to occur and
to create a communicative advantage without explicitly telling
participants when to interrupt. Moreover, the game was inspired by
real-world entertainment experiences, such as interactive escape
rooms and artificial game-playing partners.

The premise of the interaction was based on users collecting
information from the artificial agent. Participants were told that
an alien species, named Galastrolotls, pretending to be friendly
explorers, had been contacting humans to obtain information to
organize an invasion. The participants were directed to play the
role of investigators and were tasked with collecting answers to
questions that helped in sabotaging the Galastrolotl’s mission. The
agents were designed to speak in long sentences to provide ample
time for interruptions. To increase urgency, participants were told
they had around 5 minutes to collect information from each agent.

By giving the artificial agent and the human participants compet-
ing tasks, the perceived importance of the conversational topic is in
contradiction: the humans have a high sense of urgency in getting
responses to their requests, while the agent has a high interest in
finishing its own topics.

We had two participants per session in order to (i) elicit non-
interruptive speech overlaps, e.g., side-conversations and shared
laughter, observed frequently in group conversations and verify
our system’s performance in such conditions; (ii) show that our
system can handle multiparty conversations, which is analogous to
other real-world scenarios, e.g., in classrooms or museums [18].

Dialogue: Three conversational scripts were designed using the
Yarn Spinner scripting tool3. Each script consists of three parts: the
introductionwhere the agent presents itself; the discussion in which
the agent attempts to ask questions and in which participants can
attempt to gather information; and the conclusion, for wrapping-up
the conversation. The discussion phase was further divided into
five alternating on-topic and off-topic dialogue segments. On-topic
segments comprise lines related to information a participant needs
to gather. They were designed to elicit interruptions in the form
of questions and consist of a series of statements by the agent that
include keywords matching the information the participants need
to collect. Off-topic segments were used as transitions between

3https://yarnspinner.dev

https://azure.microsoft.com/en-us/products/ai-services/text-to-speech
https://yarnspinner.dev
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different on-topic segments. Generic lines were inserted to bridge
between handling interruptions and the main script (see Fig. 1).

Participants were directed to ask questions only when the agent
was talking about a relevant topic. If a participant asked a question
outside the relevant conversational context, the agent first issued
a warning and eventually left the conversation if a threshold was
exceeded. This was a preemptive measure to limit random inter-
ruptions and control the conversation from being too open-ended.

5.2 Embodiment
The visual scene depicts an agent designed to resemble an extrater-
restrial creature in a virtual spaceship implemented in Unity3D.
A rendering is shown in Fig. 2 and the supplementary material.
The embodiment of the agent is distinctly non-human, but imitates
human-like behaviors. The non-verbal behaviors of the agent in-
clude body and hand movements (beat gestures), head movements,
eye blinks, and lip movements synchronized to speech content.
These behaviors were automatically selected based on the speech
content and generated using Bolder Games’ Nexus engine4. The
appearance and behaviors of the agents remained constant across
the three interactions and only the background was varied to keep
the confounding factors to a minimum while creating three distinct
interactions. Each background was tied to a specific conversational
script. The order of backgrounds was randomly selected and not
tied to a specific condition.

5.3 Procedure
Each session included two participants and lasted approximately
45 minutes. Participants were greeted by a researcher who gave
a brief overview of the study and the data collected. Participants
were reminded that their involvement was voluntary and that they
could withdraw and leave at any time. After signing the consent
form, participants first listened to a brief audio recording explaining
the main objectives of the mission. Next, the researcher gave game
instructions that encouraged participants to interrupt the agent
and ask relevant questions. The participants were then presented
with three interactive scenarios corresponding to the conditions
described in Sec. 3.1. Each scenario was designed to be 4-5 minutes
long and had five answers that could be collected. Participants had
access to a list of potential items during the interaction. After each
scenario, participants answered a questionnaire to measure their
perception of the agent and received an updated list of potential
items for the next interaction. In all sessions, the agent’s language
understanding was controlled by the same individual who remained
hidden from participants throughout the study. At the end of the
study, participants answered a final questionnaire about exposure to
similar technologies. They were then interviewed by the researcher,
who asked whether they noticed any differences between the three
sessions and if they had any preferences. During the final debriefing
phase, participants received a game score based on the information
items collected.

4https://www.boldergames.com/

5.4 Measures
Perceptual Measurements. To understand the perception of the
agent in the three different conditions, we designed a question-
naire to be filled out after each interaction. To measure differences
in the perceived personality of the agent [H1A], a Ten-Item Person-
ality Inventory (TIPI) questionnaire [21] on a 7-point Likert scale
was used. We extracted 3 items from the Godspeed questionnaire’s
likability scale [2] and measure them on a 5-point Likert scale to
capture the perceived likability of an agent [H1B].

We added questions to help understand whether the manipu-
lation of the agent’s behavior worked as intended. To ensure the
perceived anthropomorphism of the agent was not impacted by
the different behaviors, two items from the respective Godspeed
questionnaire sale [2] were added. Next, we measured the agent’s
perceived competence using four items on a 7-point scale from Doyle
et al. [12], as we assumed agents showing any reactions to inter-
ruptions (ACKN and ACPT ) may be perceived as more competent
than agents simply ignoring interruptions (IGNR). Moreover, we
captured specifics of the communicative behavior related to over-
lapping speech using 6 items based on Paetzel et al. [38]. These
capture questions in relation to the speed and flow of communi-
cation, pauses, as well as the ability to get a word in. Finally, we
measured the satisfaction with the game and overall enjoyment.
The exact questionnaire is available in the supplementary material.

Conversational Behavior Measurements. For comparing conversa-
tional behaviors, we consider the utterances of the participants in
conversation with the three different agents. SileroVAD [53] was
used to extract speech boundaries for the participants, and agent
utterance timings were extracted from logs. The number of speech
turns and their average length were calculated to verify hypoth-
esis [H2A]. We also extracted the number of overlapping speech
segments and their average duration to test hypothesis [H2B].

6 RESULTS
We present the results from a study consisting of 20 sessions with
40 participants. A Shapiro-Wilk test applied individually to all per-
ceptual and behavioral measures revealed that the data is not from
a normal distribution (𝑝 < .05), therefore Kruskal-Wallis and Spear-
man tests are used as they are designed for non-parametric data. A
post-hoc Dunn test with Benjamini-Hochberg (BH) correction is
applied and pairwise comparison results are reported along with
the epsilon-squared values for effect sizes5.

6.1 Classifier Performance
There were a total of 1354 instances across conditions where the
user overlapped with the agent after the agent started talking, i.e.,
potential interruptions. Two annotators labeled a randomly selected
10% of these instances as either cases where the user intended to
interrupt the agent or not (side talk, laughter, or other). Cohen’s
Kappa was 0.67, indicating good agreement. Treating the annotator
labels as ground truth, the classifier achieves F1 scores of 0.78 and
0.80 from the two annotators when using a weighted average.

Additional annotations by the same annotators were conducted
to reach 25% (68) of all system predicted interruptions. Again, the

5(.0 − .04): Weak, (.04 − .16): Moderate, (.16 − .36): Relatively Strong, (.36 − 1): Strong

https://www.boldergames.com/
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annotators labeled whether the user intended to interrupt the agent
or not (𝜅 = 0.55), indicating moderate agreement. Taking this as
ground truth, the classifier achieves F1 scores of 0.34 and 0.54. There
were many instances where the system would predict interruptions
when the user had spoken during a brief pause (on the order of
hundreds of milliseconds) in the speech, but the system believed
speech was ongoing due to padding in the audio playback files.
If the system perspective about the speech status were taken, the
classifier’s performance would improve to F1 scores of 0.81 and 0.87.
The classifier’s performance was comparable in all three conditions,
with average F1 scores of 84.5% IGNR, 81.5% ACPT , and 84% ACKN .
To leverage this potential improvement in future work, the classifier
should directly take the agent’s audio signal as input, or the speech
status reporting should be adjusted to cater to any silence padding.
In the works closest to ours, classifiers for interruption detection
achieved an F1 score of 69.5 [6] and Equal Error Rate of 32.0%
[57], both much worse than the performance of our classifier. Most
importantly, both studies conducted their testing offline, while our
performance was measured during live interactions.

6.2 Manipulation Checks
In this section, we report on the perceptual measures and observable
behaviors used to ensure the manipulations had the intended effect.

Anthropomorphism. The perceived anthropomorphism (2 items; 𝛼 =
0.79) is measured to ensure the three different agents remain com-
parable. Indeed, our results show no significant differences between
the agents [H(2)=0.94, 𝑝 = .62, 𝜀2= .007] and the manipulation can
be considered successful.

Interaction Length. While the content scripts were designed to be
of equal length, the overall duration of the interaction varied sig-
nificantly between conditions [H(2)= 7.82, 𝑝 = .02, 𝜀2 = .13]. This
variation is due to the interruption-handling strategies. In particular,
the ACKN condition requires many bridge lines to transition be-
tween interruptions and other dialogue, evidenced through the ratio
between turns with bridge lines and total turns. We observe a signif-
icant difference across conditions [H(2)=29.78, 𝑝 < .001, 𝜀2= .49],
with the ACKN condition (𝑀 =0.30, 𝑆𝐷 =0.11) having a higher ratio
thanACPT (𝑀 =0.17, 𝑆𝐷 =0.10) and IGNR (𝑀 =0.11, 𝑆𝐷 =0.02). This
also results in shorter average turn lengths by the agent when more
bridge content is present, as the bridge content is short. As such,
there is a significant difference in the average agent turn length
[H(2)= 21.79, 𝑝 < .001, 𝜀2 = .36], with IGNR (𝑀 = 4.55, 𝑆𝐷 = 0.25)
significantly longer than ACPT (𝑀 = 3.86, 𝑆𝐷 = 0.5, 𝑝 < .001) and
ACKN (𝑀 =3.74, 𝑆𝐷 =0.6, 𝑝 < .001). This may have had an impact
on the perception of the agent.

Perceived Conversational Abilities. Our goal was to create condi-
tions that move beyond the commonly used IGNR strategy of not
responding to interruptions. Accordingly, if this were achieved suc-
cessfully, there would be some expectation that those conditions
might be perceived as having greater conversational abilities and
communicative competence.

The perceived competence (4-items; 𝛼 = 0.82) had observable
differences in average ratings across the conditions [H(2)=6.00, 𝑝 =
.04, 𝜀2= .05]. A post-hoc test shows significant differences (𝑝 = .05)

between ACPT (𝑀 =4.46, 𝑆𝐷 =1.10) and ACKN (𝑀 =3.86, 𝑆𝐷 =1.34).
Even though IGNR was rated higher (𝑀 = 4.47, 𝑆𝐷 = 1.13), the
differences were not significant (𝑝 = .09).

The perceived awkward pauses varied slightly across conditions
[H(2)=5.24, 𝑝 = .07, 𝜀2= .04]. Both ACPT and ACKN (𝑀 =3.78, 𝑆𝐷 =

1.17 for both) had more awkward pauses than IGNR (𝑀 =3.22, 𝑆𝐷 =

1.34).We calculated the pause as a ratio between total pauses (within
agent turns and between user-agent turns) and total duration of the
interaction and found significant differences between conditions
[H(2)= 8.29, 𝑝 = .01, 𝜀2 = .14] that align with the user perceptions.
In addition, participants felt that it was significantly harder to
get a word in edgewise [H(2)= 11.04, 𝑝 = .003, 𝜀2 = .09] in ACKN
(𝑀 =3.58, 𝑆𝐷 =1.03, 𝑝 = .003) and IGNR (𝑀 =3.35, 𝑆𝐷 =1.17, 𝑝 = .02)
in comparison to ACPT (𝑀 = 2.78, 𝑆𝐷 = 1.10), where the agent
responded immediately. There were no significant differences in
the ratings for flow of communication [H(2)=4.63, 𝑝 = .09, 𝜀2= .03].

The perceived attentiveness of the agent was significantly differ-
ent [H(2)=13.39, 𝑝 = .001, 𝜀2= .11], with ACPT (𝑀 =3.35, 𝑆𝐷 =1.00)
and IGNR (𝑀 =3.42, 𝑆𝐷 =1.01) rated significantly higher (𝑝 = .003
and 𝑝 = .002, respectively) than ACKN (𝑀 =2.6, 𝑆𝐷 =1.10).

Related to the perceived conversational abilities is the perceived
ease of playing the game with the agent. Participants indicated
that it was easier to gather information in IGNR (𝑀 = 3.12, 𝑆𝐷 =

1.07) and ACPT (𝑀 = 3.02, 𝑆𝐷 = 1.03) in comparison to ACKN
(𝑀 =2.65, 𝑆𝐷 =1.27), but the differences were not significant [H(2)
=0.94, 𝑝 = .62, 𝜀2= .03]. However, there were significant differences
across the conditions [H(2)=7.23, 𝑝 = .02, 𝜀2= .06] on the reported
satisfaction with the information collected. A post-hoc test revealed
IGNR (𝑀 = 3.5, 𝑆𝐷 = 1.04) was rated significantly higher (𝑝 = .02)
thanACKN (𝑀 =2.82, 𝑆𝐷 =1.26). Even thoughACPT (𝑀 =3.32, 𝑆𝐷 =

0.97) received higher ratings, the differences were not significant
(𝑝 = .09). We looked at the differences in the actual number of
items collected in each condition (max = 5), and found significant
differences across the conditions [H(2)= 9.25, 𝑝 = .009, 𝜀2 = .15],
where the information obtained was the highest for ACPT (𝑀 =

4.85, 𝑆𝐷 = 0.36) in comparison to IGNR (𝑀 = 4.25, 𝑆𝐷 = 0.85) and
ACKN (𝑀 =4.15, 𝑆𝐷 =0.98) with (𝑝 = .01 and 𝑝 = .02, respectively).

These results show that agents using the IGNR and ACPT strate-
gies were rated higher in conversational abilities compared to the
ACKN strategy. Participants were more satisfied with the flow of
communication in the IGNR and ACPT conditions, as well as with
the attentiveness of the agent and, consequently, with the amount
of information collected. This partially aligns with their actual suc-
cess in collecting information, which was highest in ACPT . Our
manipulation of the agent’s behavior can thus be considered only
partially successful: While there are noticeable differences in the
agent’s conversational abilities, we did not manage to create two
new strategies that are perceived as superior communicative strate-
gies in comparison to the IGNR baseline.

6.3 [H1] Perception of the Agent
[H1A] Personality: We calculated the five personality traits from
the 10 personality items. The Cronbach’s alpha on the 2-item
sub-scale except Extraversion (𝛼 = 0.74) and Emotional Stabil-
ity (𝛼 = 0.62) was low; this is a commonly observed phenome-
non and the ratings are still accepted as a reliable measure for
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Figure 3: Violin plots of the perceived personality scores for the agent, measured using the 7-point TIPI questionnaire. Vertical
boxes indicate the interquartile range and mean values are indicated by a red dot and significant differences between conditions
are highlighted by bars for Agreeableness and Emotional Stability (∗∗ = p < .01)

personality traits [21]. Openness was rated higher for both ACPT
(𝑀 = 4.82, 𝑆𝐷 = 1.07) and IGNR (𝑀 = 4.88, 𝑆𝐷 = 1.21) than ACKN
(𝑀 =4.35, 𝑆𝐷 =1.28) but the differences were not significant, [H(2)
=4.12, 𝑝 = .12, 𝜀2= .03]. Agreeableness was rated significantly higher,
[H(2)=14.37, 𝑝 < .001, 𝜀2= .12], for both ACPT (𝑀 =4.82, 𝑆𝐷 =1.07)
and IGNR (𝑀 =4.88, 𝑆𝐷 =1.21) than ACKN (𝑀 =3.29, 𝑆𝐷 =1.12). Ex-
traversionwas rated the highest for IGNR (𝑀 =6.08, 𝑆𝐷 =0.86) when
compared to ACPT (𝑀 =5.64, 𝑆𝐷 =0.99) and ACKN (𝑀 =5.69, 𝑆𝐷 =

1.02), with [H(2)=4.85, 𝑝 = .08, 𝜀2= .04]. Although Conscientiousness
was rated slightly higher for the agent in IGNR, there was no signifi-
cant difference [H(2)=0.28, 𝑝 = .86, 𝜀2= .002]. Finally, Emotional Sta-
bility was rated significantly higher, [H(2)=14.39, 𝑝 < .001, 𝜀2= .12],
for both ACPT (𝑀 =4.86, 𝑆𝐷 =1.19) and IGNR (𝑀 =4.84, 𝑆𝐷 =1.28)
than ACKN (𝑀 =3.78, 𝑆𝐷 =1.45).

The data is visualized in Fig. 3 and partially confirmsH1A. Indeed,
the ACPT condition was rated as more open and agreeable than
ACKN , while IGNR was considered the most extraverted. Contrary
to our expectations, IGNR received similar ratings in openness and
agreeableness to ACPT . Moreover, the data showed no significant
difference in perceived conscientiousness between conditions.

[H1B] Likability: The perceived likability (3-items, 𝛼 = 0.90) was
significantly different across the three conditions [H(2)=9.77, 𝑝 =
.007, 𝜀2 = .08], with both ACPT (𝑀 = 3.76, 𝑆𝐷 = 0.85) and IGNR
(𝑀 = 3.83, 𝑆𝐷 = 0.82) rated significantly higher (𝑝 = .018 and 𝑝 =

.012, respectively) than ACKN (𝑀 =3.11, 𝑆𝐷 =1.11). Additionally,
we measured the conversational enjoyment and found significant
differences across the conditions [H(2)=6.10, 𝑝 = .04, 𝜀2= .05].ACKN
was rated lower (𝑀 = 3.08, 𝑆𝐷 = 1.19) than IGNR (𝑀 = 3.62, 𝑆𝐷 =

0.97, 𝑝 = .08) and ACPT (𝑀 =3.6, 𝑆𝐷 =0.92, 𝑝 = .05). Our hypothesis
[H1B] is partially confirmed. While an agent following the ACPT
condition is liked better than one in the ACKN condition, there was
no significant difference between the ACPT and IGNR condition.

6.4 [H2] Conversational Behavior
[H2A] Utterances: There were no significant differences between
conditions in the amount of user utterances [H(2)=0.77, 𝑝 = .67, 𝜀2=
.01], although they were lower in IGNR (𝑀 =32.7, 𝑆𝐷 =11.4) when
compared to ACPT (𝑀 =33.5, 𝑆𝐷 =14.5) and ACKN (𝑀 =36.4, 𝑆𝐷 =

11.4). This does not support hypothesis [H2A], that users tend to use
fewer utterances when the agent strategically reacts to the user’s
interruption behavior. However, we also calculated the average
utterance length for the user speech and found significant differences
across conditions [H(2)=21.79, 𝑝 < .001, 𝜀2= .36]. A post-hoc test
shows that the length (in secs) was significantly longer in IGNR
(𝑀 = 4.55, 𝑆𝐷 = 0.25) when compared to ACPT (𝑀 = 3.86, 𝑆𝐷 =

0.5, 𝑝 < .001) and ACKN (𝑀 =3.74, 𝑆𝐷 =0.6, 𝑝 < .001).

[H2B] Overlaps: The overall number of speech overlaps were
higher for ACKN (𝑀 = 30.6, 𝑆𝐷 = 15.6) than IGNR (𝑀 = 25.2, 𝑆𝐷 =

13.9) and ACPT (𝑀 =23.7, 𝑆𝐷 =12.6), but the differences were not
significant [𝐻 (2) = 2.47, 𝑝 = .29, 𝜀2 = .04]. However, the average
length (in secs) of overlapping speech between the agent and the
participants varied significantly between the conditions [𝐻 (2) =
12.67, 𝑝 = .001, 𝜀2= .21]. On average, ACKN (𝑀 =0.68, 𝑆𝐷 =0.15, 𝑝 =
.001) andACPT (𝑀 =0.72, 𝑆𝐷 =0.19, 𝑝 = .02) had shorter overlapping
speech segments than the IGNR condition (𝑀 =0.90, 𝑆𝐷 =0.19). This
partially confirms hypothesis [H2B].

7 DISCUSSION
Our results show that the way an artificial agent reacts to being
interrupted by human conversational partners influences the per-
ceived personality of the agent, as well as how much they like the
agent and enjoy interacting with it. This finding highlights the impor-
tance of consciously choosing conversational strategies to match
the desired personality of an artificial agent. Furthermore, our re-
sults give an early indication that the agent’s strategy for handling
interruptions influences people’s conversational behavior. For exam-
ple, we found that people’s utterances were longer when talking to
an agent that ignored interruptions, which calls for caution when
designing with a target conversational dynamic in mind.

The original intent of this work was to adapt two strategies com-
monly occurring in human-human conversations to create a more
natural flow of communication for an artificial agent. However,
our results show only partial success. The ACPT condition was
found to be on the same level as the IGNR condition in most of the
measured conversational dimensions, while the ACKN condition
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was consistently rated lowest. The ratings of the agent’s perceived
competence follow the same trend. Given that participants also
found it easier to extract information from the agent in IGNR and
ACPT conditions, they may have rated the competence of the agent
based on their own ease of extracting information and not on how
elaborate the conversational behavior itself was.

Results on the agent’s personality [H1A] and its perceived lika-
bility [H1B] are in line with the ratings on conversational abilities.
Agents adopting the IGNR and ACPT strategies are liked better,
which potentially relates to them being rated as more open and
agreeable – generally desirable personality traits. On the contrary,
the agent adopting the ACKN strategy was rated as more emo-
tionally unstable, less open, and less agreeable. This is in line with
previous work: if someone insists on the importance of their own ut-
terances, this person is perceived as more dominant and controlling,
and less friendly [4, 16, 25].

While it may be surprising that IGNR was preferred over the
ACKN strategy, we believe that the competitive nature of our game
may have influenced participants’ perceptions. The conversation
was designed such that the agent has a high interest in gathering
information from the human. The human participants, however, are
attempting to gather information from the agent quickly, which is
easier with theACPT strategy as it responds to information requests
right away. While both IGNR and ACKN did not emphasize the
importance of the participants’ information requests, the agent
adopting the IGNR strategy did so silently; its behavior could have
been attributed to technical limitations. On the contrary, the agent
using the ACKN strategy clearly communicated that it valued its
own conversational content more, which may not be appreciated
in the setting we designed. Different, less competitive settings may
hence lead to different results.

While we did not explicitly measure whether participants un-
derstood the link between each conversational strategy and the
implicit hierarchy in content importance, we found that overall,
participants were able to identify the differences in the agents’ be-
havior between sessions. Most participant groups (𝑛 = 12) clearly
voiced a preference for the agent in the ACPT condition, with the
other two conditions being tied with three mentions each. Many
groups mentioned the character in the ACKN condition as being
rude, with some explicitly saying they felt as if they could not ex-
tract information from this agent in particular. Those preferring the
ACPT behavior noted the agent’s behavior as being attentive and
accommodating and found it easy to get answers from the agent.

The specific way we authored the content acknowledging an
interruption in the ACKN condition, e.g., “Hold on, let me finish
first” may have come across as harsher than anticipated, which
could contribute to the feeling of this agent being particularly rude.
While the specific utterances authored for ACKN may have been a
confounding factor in our study, we believe the variety of available
lines, as seen in the supplementary material decreases the confound
of the authored content. Finally, as ignoring interruptions is the
current standard in conversational engines, participants may have
noticed behavior deviating from the norm more prominently.

Future Work. We aim to build a platform and develop guidelines
for conversations that apply to all agents capable of autonomously
communicating with humans [31]. While physical embodiments

allow for additional modes of interaction [50, 63], we believe the
underlying principles of conversational dynamics we uncovered
remain independent of the embodiment type [49]. However, further
analysis is needed to confirm this belief. In the future, we would like
to understand the conversational dynamics of the three different
agent behaviors created in more detail. We also suggest designing
an experiment that incorporates different conversational contexts
to study the impact of varying levels of importance in the conversa-
tional content both on the human and the agent side. Considering
different levels of explicit referencing in the language around ac-
knowledgments and interruptions could offer interesting insights
into the importance of these conversational bridges. Finally, prior
literature suggests that the likability of a conversational partner
also depends on the personality of the person being asked to rate
the conversational partner [39]. Hence, we suggest asking partici-
pants to fill out a personality test and see if certain conversational
strategies are preferred by people with specific personality types.

Limitations. This study is limited in the number of participants
and the moderate effect sizes we observed for some of our analy-
ses. Even though the order of conditions was balanced, previous
conditions may have influenced the behavior and responses of the
participants. Moreover, our sample was from a population more
familiar with robots and artificial agents than the general public,
which could have influenced their perceptions. While the imple-
mentation of the conversational behavior was mostly successful,
some small malfunctions in the conversation engine could have
impacted the rating of the agent. In all conditions, the TTS added
pauses between consecutive sentences, which could have impacted
the perception of awkward pauses. In the agent adopting the ACKN
behavior, in 8 pairs the agent would get to a point where it ut-
tered a longer row of content designed to bridge between different
parts of the conversation than necessary. In the ACPT condition,
3 pairs experienced a situation where they got stuck in a loop of
interruptions that led to an early exit of the conversation.

8 CONCLUSION
This paper presented the design and implementation of an experi-
ment devised to understand the impact of different agent interrup-
tion strategies on people’s perception of the agent. Three conditions
were used: one in which the agent would not respond to interrup-
tions, one in which it would respond immediately, and one in which
it would acknowledge the interruption but not offer a response un-
til after it had finished its turn. The results of a human-subject
experiment revealed that the condition in which the agent would
acknowledge but not immediately respond to interruptions was
significantly less liked, and perceived as less agreeable and less
emotionally stable. These findings highlight the importance of de-
signing appropriate interruption strategies for agents depending
on the personality they wish to convey.
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