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ABSTRACT
When deploying social robots in the wild, it is crucial for developers
to gain an understanding of how the interactions between the robot
and its human conversational partners are progressing. Unlike in
traditional task-based settings in which a human and a robot work
on a tangible outcome that can serve as a proxy for how well a con-
versation is going, social settings require a deeper understanding
of the underlying interaction dynamics. In this paper, we assess a
set of recorded features of a robot having social conversations in
a multi-party, multi-session setting and correlate them with how
people rated their interaction. We then propose a framework that
combines the features into a model that can automatically assess
an ongoing conversation and determine its performance.

CCS CONCEPTS
• Human-centered computing → Natural language inter-
faces; User models; HCI theory, concepts and models; •Computing
methodologies→Discourse, dialogue and pragmatics; •Com-
puter systems organization→ Robotic autonomy.
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1 INTRODUCTION
Robots designed for social interactions face different challenges
than those created for logistical tasks. In the latter, the outcome
of the task serves both as the main incentive and the core metric
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for evaluation. When the human user has a clear need for support
in a task with a tangible outcome, e.g., booking a ticket, there are
numerous automatic measures that can help evaluate whether the
interaction was successful [28]. For social robots, on the other hand,
success is predicated on the experience being engaging. Interactions
with social tasks like cultivating relationships or entertainment
hence require defining more complex and nuanced measures.

A systematic review of humans interacting with social robots
identified four main evaluation techniques used in these settings,
with two (questionnaires and interviews) relying on self-reporting
from the users, one requiring post hoc annotations of video record-
ings, and the last and smallest considering biometrics as more
objective measures [16]. Each of these techniques has a significant
barrier to its application in long-term deployments. In the case of
surveys and interviews, most users do not opt in to report, and
if they do, they are unlikely to do so repeatedly. In the case of
recordings and biometrics, users can have privacy concerns or be
unwilling or unable to wear additional hardware equipment.

For developers, understanding the success of an interaction and
the user’s perception of it is essential, particularly in long-term
interactions. Even if a robot was well-tested before the final deploy-
ment, system components can fail, or user behavior and expecta-
tions can change over time. As an example of the former, consider
a social robot that is expected to make and understand pop-culture
references and so is given access to a popular movie database to
query. A typical system component failure would occur if a database
becomes unavailable, a severe error but one that is easy to detect
automatically. Our work is concerned with the latter, more elusive
issue; specifically, the decline in user satisfaction because the user
and their expectations are changing how they approach the system
over time. In this case, a robot able to reference meta-data from a
movie database might have been sufficient while the system was
tested and smart speakers were still people’s main point of refer-
ence. But as more people gain access to advanced AI technologies,
they might come to expect the robot would be able to talk about
the content of movies, something the extant robot is not able to do,
leading to a decline in user satisfaction with its interactivity.

In cases where a deployed robot has hundreds of interactions
each day, it is not feasible for the developers to read system logs to
assess manually the success of interactions on the level described
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above. Automatic flagging of problematic experiences or more sys-
tematic failures over time would allow system designers to under-
stand when system updates are necessary and what areas would
bring the most improvement to the experience.

In this paper, we present ongoing work in developing an au-
tomatic model to judge conversational quality in a multi-party,
multi-session experience between human users and a social ro-
bot. While most prior work in the area of social Human-Robot
Interaction (HRI) has focused on engagement tracking using visual
measures of affect, our system does not have video input available.
As there is limited research regarding what conversational features
correspond to user engagement and satisfaction in social dialogue
[13], we focus our discussion on the relationship between features
we extracted from a previous deployment of a social robot and the
user’s rating of the experience. We then discuss how the features
are currently used within our larger evaluation framework and our
plans to extend its use in the future.

2 RELATEDWORK
Robots interacting with humans have been applied in many areas,
from the hospitality industry to healthcare and entertainment [3].
Measuring the successful use of a robot typically involves task-
specific metrics. For example, in an educational context a robot’s
success would be measured through increasing the knowledge of
the human partner [5], while in healthcare, the improvement of
symptoms is a likely measure of interest [18, 20].

At the same time, robots need to solve similar underlying tasks,
like retrieving information, and metrics that work across different
contexts can measure part of the interaction success [25], indepen-
dent of task domain. However, social aspects play an important role
when humans interact with robots, as robots are inherently seen
as social actors [31]. In the following, we review the evaluation of
robots developed for purely social tasks, like entertainment, focus-
ing on measures specific to the social aspects of the interaction, as
well as evaluation of social dialogue systems more generally.

2.1 Evaluation of social robots
Jung et al. [16] organized evaluation techniques of the social aspects
in HRI into four main categories: questionnaires, video analysis,
interviews, and biometrics. The number of questionnaires devel-
oped for social robotics is growing, covering broad scales of user
perception [4, 11] to more specific aspects like trust [30]. While
questionnaires can be helpful instruments to understand human
behavior, data from questionnaires are usually not available once a
robot is deployed, as users are typically not willing to invest this
time. More importantly, questionnaires cannot assess the interac-
tion while it is ongoing without disturbing the experience; they do
not provide a continuous measure throughout a conversation.

Video analysis of interactions can be performed using human
coders or automatic metrics. In both cases, human affect is the main
measure used to evaluate a robot, most commonly through visual in-
put [22]. A systematic review of affective computing concluded that
visual signals are most effective in recognizing humans’ emotional
states [29]. Another technique that has shown to serve as a proxy
for engagement is the analysis of gaze and attention [2, 7]. However,

the interpretation of gaze in social settings may vary substantially
with and without a common frame of visual reference [24].

If visual input is not available, as is common in deployed systems
for privacy reasons, audio features paired with text transcriptions of
the interactions can provide successful classifications. However, the
context of many audio datasets is distinct from natural interactions,
either because humans are asked to act emotions, or because they
are taken from scripted contexts like movies [17]. In natural set-
tings, emotions are often more subtle and harder to detect [10, 27].
Moreover, especially in entertainment settings, the correlation be-
tween emotions and engagement can be complex as even emotions
traditionally considered to be negative can be desired in certain
parts of a narrative. If the conversational content is taken into
consideration, as in Bohus and Horvitz, the focus is mostly on the
current dialogue state and the time spent in a particular state [7].

Tian and Oviatt developed a taxonomy of social errors in HRI
which relies on socio-affective competencies [26]. While these pro-
vide useful considerations, many (e.g., ‘Synthesizing inappropriate
or absent non-verbal expressions’) are difficult to automatically
detect during an interaction. For this paper, we incorporate a subset
of their features appropriate for an automatic assessment given the
current state of the art. Honig and Oron-Gilad also discuss under-
standing errors in HRI with a focus on automatically detecting and
resolving them [15]. While they touch on communication failures,
the main point of interest in our work, they note that not a lot of
literature is available on that topic, and so focus on system failures
instead. Andrist et al. examined situated interaction failures in the
wild [1]. Similar to our approach, they examined how certain error
classes influence the interaction score with their social robot. Their
analysis, however, focuses on component failures for an automatic
assessment and relies on manual coding for timing and content
analysis. Our work aims to extend this by analyzing features that
can be applied in automatic tracking of engagement.

Finally, using social signals as automatic rewards in human-robot
interaction is of increasing interest to the reinforcement learning
community. However, most related work discusses explicitly giving
reward feedback, either verbally or non-verbally [19], which is not
a natural behavior for humans to exhibit in social conversations.

2.2 Evaluation of dialogue systems
As this paper is focused on verbal interactions with social robots,
work related to the evaluation of (disembodied) dialogue systems
is relevant. One of the earliest frameworks for evaluating spoken
dialogue agents is PARADISE [28]. It considers increasing user sat-
isfaction by maximizing task success and minimizing the user’s cost
to achieve the task. Their main contribution is measures related to
task efficiency, e.g., number of utterances and dialogue time. While
this work remains foundational for evaluating dialogue systems, its
focus on solving logistical tasks poses a challenge when it comes
to adapting measures for social use cases. In Sec. 4, we discuss
potential re-interpretations of these features in social settings.

Another traditional approach relies on overhearers of the con-
versation to judge its quality [8]. While this may come closest to
the judgement of the situated interlocutor, this approach fails to
scale. A recent review by Deriu et al. [13] on the evaluation of
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Figure 1: The main components of a robot’s dialogue system (left) and how our proposed framework component (yellow, center
top) will listen to messages across components in the system (blue arrows), serving as an input to the dialogue manager as well
as the basis for the Conversational Quality Dashboard (right). From the system input, the framework component calculates
features as described in Sec. 5. The component and the dashboard are described in detail in Sec. 6.

dialogue systems revealed that there are still major gaps in auto-
matic evaluation techniques for conversational dialogue that go
beyond merely judging the quality or relevance of text generated
by the system. Curry, Hastie and Rieser [12], for example, discuss
traditional scores like BLEU and ROUGE, and shortcomings in how
they can be applied to generating social dialogue. Other promi-
nent work in the area of generative dialogue focuses on dialogue
breakdown, which are lines produced by an agent after which it is
either challenging or impossible for a user to smoothly continue
the conversation [14]. While all of these can individually relate to
a decrease in user engagement with a social agent, we agree with
Deriu et al. [13] that a broader set of evaluation metrics is required
to assess the conversational dialogue holistically. This paper aims
to make a contribution in this direction.

3 RESEARCH QUESTION AND SCOPE
In this paper, we aim to answer the following research question
and contribute to our long-term goal of enabling a social robot to
autonomously judge the quality of an ongoing conversation (Fig. 1).

(RQ) Which features that are automatically extractable from social
spoken interactions contribute to a high-quality interaction?

We focus on social settings in which a robot interacts with one
or more individuals. Features specific to multiple conversational
parties and multiple sessions are discussed separately and while
our proposed framework has only been tested in such settings, we
have confidence our techniques are applicable to interactions with
single sessions and individual users. Given the current state of the
art, we believe that in order to create truly social and engaging
interactive settings, human experience designers must carefully
curate the interaction. Hence, settings in which the robot plays
an entirely passive role and is not at least partially driving the
experience forward are outside of the scope of this paper. Moreover,
we focus on interactions that are primarily verbal.

4 IDENTIFYING FEATURES TO EVALUATE
SOCIAL CONVERSATIONS

In the following, we describe features that can be tracked automati-
cally in social conversations and how they relate to features used
in more traditional settings involving a logistical task (Sec. 4.2). We
then propose different techniques to evaluate these features and
their meaning for user satisfaction (Sec. 4.3).

4.1 Methodology
In addition to considering features from the related work in so-
cial context, we also conducted an interviews with 28 professional
team members that all have experience working on at least one
deployed social robot interaction. Interviewees were recruited from
a diverse background, ranging from computer scientists to experi-
ence designers, writers and quality assurance team members. Each
interview lasted an hour and was semi-structured around what
conversational quality means to them. Two of the authors then
conducted a thematic analysis on the interview notes to compile
the feature overview presented in the next section.

4.2 Feature Overview
System Component Performance. In most dialogue engines that

follow a modular structure, the performance of the components
can be tracked individually. Traditionally, this is done by logging
component errors as well as latency. For any component that in-
volves stochastic decision-making or classification, the confidence
in the decision can be recorded. Especially for Automatic Speech
Recognition (ASR) and Natural Language Understanding (NLU)
components, most evaluations to date require a manual correction
of the component output. As this is slow, time consuming and may
be infeasible in certain settings given privacy concerns, another
option is to compare several ASR and NLU software systems after
the interaction. This has the advantage that the ground-truth can be
determined in a majority vote between the software systems if their
results show high overlap. Moreover, a high divergence between
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their results can be used to lower the confidence that the original
transcription or intent classification of the system was correct.

Generic Conversational Features. Many of the conversational mea-
sures that are applied in evaluations of conversations can be applied
in purely social contexts [28]. However, their interpretation may
need adaptation to the different standards that apply in social con-
versations. For example, a lower interaction length in a successfully
resolved task-based interaction is usually considered better as this
indicates increased efficiency in solving a task. In social interactions,
the ideal conversation length depends on the amount of content
that is available for the selected activity. For example, in a game-
based interaction where the players have not yet found a certain
clue, a short interaction is to be expected. If the ideal length of
conversation for a given activity is unknown, comparing against
the average conversational length of the same interaction type can
be a good proxy. The same is true for the expected turn length of the
user. If the robot asked a yes/no question, a brief response is of no
concern. However, if they engage in collaborative story-telling, then
one-word responses could be a sign of disengagement. If the input
of the designers on the intended input length is missing, a compari-
son to the average response length can yield good results. Another
component of turn-taking is the presence of overlapping speech.
This is dependent on the social context - in some conversations
interruptions and overlapping speech can show engagement, while
in others simultaneous speech would violate social norms. Even hu-
mans are not perfect in interpreting turn-taking cues, which means
some overlapping speech is expected, so a comparison against the
average is beneficial. Both in task-based and social settings, the
conversation can either be terminated by the system (if a task is
completed or all content explored), or by the user if they have no
further need or time to interact. If more content is available and the
user still disengages, this could be a potential sign of frustration.
If the user is actively requesting more conversations but the robot
disengages, this could also lead to dissatisfaction.

Conversational Content. In dialogue systems engaging in logisti-
cal tasks, content is often judged by task progression, requests for
help, fallback trigger frequency, and user request rejections. With
adaptation, these same measures can be applied in social dialog. If,
for example, fallback triggers a generic response when the NLU
cannot match the user input to available output, then the num-
ber of times a fallback occurs will likely correlate to how well the
user feels understood. Similarly, if the robot knows its limitations
and needs to reject a request for content, this will likely decrease
engagement with the system. However, tracking these in social
settings is challenging due to the broader range of potential user
requests compared to task-based settings.

We propose two techniques for capturing content progression
in social settings. The first is simpler and tracks the percentage of
seen versus new content that is used in the conversation. Which one
leads to more engagement will depend on the specifics of the social
setting. In certain moments, sharing previous memories may be
desired, while in others novelty is key to a good experience [9]. For
a more narrative-based experience, available content can be cap-
tured in an experience graph. This graph represents the available
content on different levels, from the abstract topics down to the

individual lines that were uttered by the robot. We can track con-
tent progression using graph-traversal algorithms that capture how
many unseen parts of the graph were explored. Unlike other tech-
niques, this also gives the opportunity to detect conversational loops
users got stuck in, and affords analysis of the order of conversational
content being explored. In the latter case, we can match this against
an ideal vision from the designers, or the average experience of
different users. If certain parts of the graph are only accessible when
certain system beliefs apply, we can track how often the beliefs are
updated and whether the updates happen in the expected order and
at the expected moment.

Finally, we propose reactions to moments of interest in the con-
versation as an important novel feature. Such moments of interest
can be the offer of additional content, or moments that are expected
to carry emotional impact. Imagine a robot in an escape room sce-
nario that acts as a character in the game. It offers background
information on the scenario and asking it the right questions at
the right time will lead to it revealing clues required to progress in
the game. If you approach the robot at a moment that is not time
critical and where it does not have new clues to reveal, it could
offer you stories about the place or items in it. Opting to hear this
content even though it is not integral to progress can be a sign of
being invested. If one of the background stories told by the robot
covers topics such as loss, then an empathetic reply from the user
is to be expected and could show their engagement with the robot.

While these moments can be determined after the experience
has been designed, they can also be explicitly implemented as an
intentional measure. For example, a moment where a quick reaction
is required can be written into an experience, and the reaction time
can then be used as a proxy for engagement in the moment.

Robot Personality. In social interactions, the personality of a
robot is of special importance as it sets people’s expectations about
how the robot will react in certain moments. As a result, both
the amount of personality-driven responses and the coherence in the
personality are important features in these settings. If the content is
hand-authored and pre-annotated for personality by the experience
designers, the annotations can be used directly. If the content is
at least partially generated autonomously, a post hoc evaluation
by language models, for example, can provide an estimate. As a
robot’s personality shows also in its body language, annotations or
post hoc classifications of its non-verbal behavior and how well it
matched the content are important as well.

Multi-Party Settings. In cases with several conversational part-
ners, we can track the individual speech time of the different inter-
locutors. Moreover, cross-talk between the human users, as well as
side conversations and comments about the experience will be more
prevalent in multi-party settings.

Multi-Conversation Settings. If users have the option to approach
the robot for additional conversations, the number of interactions
carries meaning for engagement. If the robot can indicate the avail-
ability of new content or its own desire to talk, the time between
the delivery of the message and the user initiating the conversa-
tion can be captured. If the robot can initiate the conversation, the
rejection rate of the user can be tracked. If the robot is only part of
a larger experience, or is situated in an environment where users
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can engage in other activities (like people’s homes, or puzzles in an
escape room), the relative amount of time spent with the robot and
whether it declines over time can indicate a change in engagement.

4.3 Assessing Features
When using the above features to evaluate a social robot, both the
availability and the importance of each feature will vary depending
on the exact robot and social setting. Hence, selecting features and
assigning weights is key to developing a model that can assign a
conversational score on a large scale. As such, ground-truth anno-
tations of conversations within the setting are required initially to
allow the model to then run independently of direct user feedback.
If extensive user testing with the real environment can be carried
out pre-deployment, targeted questionnaires will give the best re-
sults. However, the importance of certain features may change over
time and extensive testing under realistic conditions is often not
feasible. Below, we discuss three techniques that can be applied
to automatically assign and continuously update feature weights
while requiring minimal involvement of the end users.

(1) Quantitative Experience Rating. While questionnaires cannot
be used in real deployments without disturbing the experience itself,
rating the overall experience post-hoc on a single scale is common.
Such scales often use generic terms or pictorials to assess user sat-
isfaction and can be presented when leaving the physical space
of an interaction. In the case of an at-home experience, the rating
can be elicited via email, app or the device itself, such as the Alexa
smart speaker asking for user rating as part of the Amazon Alexa
Challenge. In a long-term deployment, users can be approached
infrequently to update their experience rating. Quantitative experi-
ence ratings are used directly in our framework to assign weights
to features or feature combinations that best predict the ratings.

(2) Qualitative Experience Rating. Users can be asked to provide a
statement about their experience. We can use automatic sentiment
tracking to discern positive and negative comments, and then use
intent recognition via keyword matching or more sophisticated
algorithms to extract areas of concern. For example, if many users
mention long response times in conjunction with a negative senti-
ment, then component latency can be given a higher weight.

(3) Meta-Comments. In multi-party settings, users often engage
in meta-conversations about the experience with each other. This
can either be in the form of small comments (“This is so cool!”), or
as a direct criticism of certain features (“I don’t think it really un-
derstands us”). If utterances are automatically classified as system-
directed or not, then a technique similar to (2) can be used to extract
meaning. Although such comments may overlap with the kind of
statements given in post hoc interviews, the execution context -
the system state at the moment the comment is made - provides
important additional data, e.g., an NLU confidence score associated
with utterances prior to complaints about language understanding.

5 FEATURE EVALUATION IN TEST
DEPLOYMENT

To better understand the utility of these features, we applied them to
a multi-party experience where individuals or groups could engage
with a social robot. The experience was narrative-based and all

responses were authored by experience designers. We annotated
the parts of the interaction intended to carry special value in the
story arc with the designers after the test was performed. Additional
annotations, e.g., about the intended response length or how much
of the robot’s personality was shown in individual lines or parts of
the experience were not available. People could decide to engage
with the robot as often as they chose, but due to the nature of
the narrative, the overall available content was limited and the
experience ended when no further content was available. At certain
moments in time during the experience, the robot did not have new
content available because users had not finished other parts of the
experience. At those times, if users approached the robot, it would
reject their request to communicate.

After completion, all user groups were asked to rate the experi-
ence on a five-point Likert scale with higher numbers indicating
higher satisfaction, and optionally give an explanation of their rat-
ing in written form. Post hoc evaluation was optional and most
users left without providing a rating. For privacy reasons, no de-
mographic information was collected about the users. Users were
informed that audio during the experience would be recorded.

In the following, we discuss some of the features outlined above
by describing automated techniques for extracting the features and
how they correlate with the rating of user’s overall experience.
We then perform a principle component analysis (PCA) in R to
understand the correlation between features and how much they
contribute to explain the variance1 in our data sample.

5.1 Feature Assessment
A Shapiro-Wilk test of normality on each feature discussed below
found that all violated the assumption of normality. Hence, we used
Spearman’s rank correlation analysis on the data to account for
the non-normal distribution and to treat the user ratings as ordinal
rather than continuous. An overview of the feature correlations
and their significance is shown in Table 1.

System Component Performance. To understand the reliability of
the ASR andNLU accuracy, we generated ground truth using human
annotators so as not to introduce potential confounds from errors
of other systems. To correct the ASR transcripts, the annotators
received access to a randomly selected sample of the recordings.
Overall, we have about 25% of our data manually annotated. The
ASR accuracy is calculated using the JiWER library2 by considering
the Word Error Rate (WER) on the uncased text, with punctuation
removed. The WER is 10.4%, i.e., around 1 in 10 words is erroneous,
which is comparable to human-level performance of 5%-11% on
similar conversational transcription tasks [21]. The same set of
annotators corrected the classified intent where they believed the
intent assigned by the system did not fit what the user said. The
average accuracy was 88.7%, i.e., around 1 in 10 classifications was
incorrect, based on the text transcript and the options available at
that conversational turn. This ground-truth annotation requires
deep understanding of the options at each turn of the conversation.
Due to the highly contextual nature of the annotation, a meaningful
baseline from other datasets or scenarios is difficult to identify.

1Performed using the factoextra package in R, https://cran.r-project.org/web/packages/
factoextra/index.html
2https://pypi.org/project/jiwer/
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Table 1: Correlation between the user rating and features. Significant values are indicated using * (𝑝 < .05) and *** (𝑝 < .001)

ASR NLU Total Conv. Time Avg Conv. Time Max Conv. Time Min Conv. Time
Rating -0.009 0.068* 0.21*** 0.183*** 0.21*** 0.03

Number of Conv. Avg Turn Length Number of Overlaps Percent Fallbacks Story Reaction
Rating 0.109*** 0.007 0.066*** -0.121*** 0.022

The relationship between ASR accuracy and ratings of the expe-
rience was not significant, 𝑝 = .74 and accuracy ranged between
0.87 and 0.91. The relationship between the NLU accuracy is weak,
𝜌𝑆 = 0.068, but significant, 𝑝 = .016 and ranged between an accu-
racy of 0.8 and 0.87. This suggests that our system performs the
tasks of ASR and NLU similarly well across all interactions, which
means accuracy alone is not a good indicator of user experience.

Generic conversational features in a multi-conversation setting.
Our system tracks when a user wakes up the robot, as well as when
the user sends the robot to sleep or the robot makes the decision to
end the conversation itself. We define the time in between these
two points as the conversation time. For each group that does the
experience, all of their interaction times with the robot are summed
to a total conversation time. From this, we calculate the average,
shortest, and longest length conversations with the robot.

There was a significant positive relationship between the total
conversation time with the robot and human experience ratings,
𝜌𝑆 = 0.21, 𝑝 < .001, as well as between the average conversation
time and the rating, 𝜌𝑆 = 0.183, 𝑝 < .001. Users with the lowest
experience rating spent on average 𝑀 = 14.2 minutes talking to
the robot, while those rating it the highest spent𝑀 = 29.7 minutes
with it. The length of each conversation varies between 𝑀 = 2.6
minutes on average for those giving it the lowest rating and𝑀 = 3.9
minutes for those giving it the highest rating.

While the maximum individual length of a conversation was
positively and significantly correlated with the experience rating,
𝜌𝑆 = 0.21, 𝑝 < .001, the correlation of the minimum length was not
significant, 𝜌𝑆 = 0.03, 𝑝 = .086, suggesting that people who have a
potentially very long and hence successful conversation rate the
robot favorably, while the decision to end a conversation quickly
can be for many reasons, independent of the robot behavior.

We can pull back from the level of individual conversations, to
look at the experience as a whole. In doing so, we found a signif-
icant positive relationship between the number of times people
approached the robot and their rating of the experience with it,
𝜌𝑆 = 0.109, 𝑝 < .001. Users giving the experience the lowest rating
approached it on average𝑀 = 6.2 times, while those giving it the
highest rating conversed with it𝑀 = 9.4 times.

Similarly, we can drop down a level to examine turn-level phe-
nomena. For each utterance that was transcribed by the ASR, we
extracted how many words were spoken by the user. The average
length of the user’s turn was not significantly correlated with the
user rating, 𝑝 = .637. However, the user’s amount of overlapping
speech with the robot, which we calculate as the number of times
the robot was in a speaking state and there was ASR input tran-
scribed within the same time range, had a significant but weak posi-
tive correlation. This suggests that more overlapping speech occurs
in users rating the robot experience higher, 𝜌𝑆 = 0.066, 𝑝 < .001.

Conversational content. The percentage of fallbacks can be ex-
tracted directly from the NLU messages by dividing the number of
unrecognized intents by the number of total requests made to the
NLU. Analysis shows a negative correlation, suggesting that users
giving the robot the highest rating experienced a lower number
of fallbacks (𝑀 = 15.72%) compared to users rating the robot the
lowest (𝑀 = 20.87%), 𝜌𝑆 = −0.121, 𝑝 < .001.

Using the post hoc manual annotations of the conversational
graph with the input from the content designers, we picked one
moment that the designers identified as a key emotional moment in
the narrative. Our expectation was that highly engaged users would
wake the robot up immediately after that story moment to resolve
the cliffhanger. We designated a time period for the next initiation
of a conversation to be considered immediate, tracked how often
users approached the robot in this time period, and correlated the
result to the user’s experience rating. Interestingly, we did not find
a significant correlation between users approaching the robot and
their rating, 𝑝 = .257 for this moment.

As a final feature, we picked one moment in which the robot
offered two optional story elements. From a manual and unstruc-
tured analysis of the user’s qualitative ratings of the experience we
understood this story element to be one of the user’s favorite. The
story element was entirely optional and did not influence the main
experience progression. We automatically extracted whether a user
group was offered the story content by the robot (coded 0 if not),
and then if they rejected the content offer (coded as 1) or if they
made one of two story choices in that moment (coded as 2 and 3).
Our hypothesis was that the story content users chose would not
matter, but seeing this story episode would influence their overall
rating. A Kruskal-Wallis rank sum test demonstrated that the choice
was significantly related to people’s experience rating, 𝑝 < .001.
A Dunn’s post hoc test corrected for multiple comparisons using
the Benjamini-Hochberg method showed that users who were not
offered this choice at all gave the experience a significantly lower
rating than all other user groups (code 0 vs. 1, 2 and 3;𝑀 = 4.21),
users that rejected that story episode gave the robot experience as
a whole a significantly lower rating than those that chose a content
(code 1 vs. 2 and 3; 𝑀 = 4.41), but the choice of content did not
make a significant difference (code 2 vs. 3;𝑀 = 4.56 and𝑀 = 4.61).

5.2 Feature Selection
To understand the relative importance of the features discussed
above and estimate their predictive capacity within the set of
all available features, we first normalized our features and then
checked the correlation between them (see Fig. 2). We see, for ex-
ample, that the total number of interactions and the total length of
all conversations is highly correlated. This is unsurprising, as more
conversations also allow for more overall interaction time. We then
performed a PCA, which revealed that the first component could
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Figure 2: Correlation matrix of the subset of features exam-
ined in this paper.

explain 58.66% of the variance, the second 18.97%, the third 11.73%
and the fourth 6.52% for a cummulative proportion of 95.88%. All
remaining components explained less than two percent each.

Fig. 3 shows that the total number of conversations contributes
most to the first four principle components, followed by the number
of overlaps in robot and human speech, the minimum conversation
length, and the percentage of fallbacks triggered. We excluded two
of the features assessed in Sec. 5.1 from this analysis (reaction to
the story moment and the story choice), as the features cannot be
normalized on a comparable scale.

The results of the PCA analysis combined with the correlation
analysis in Sec. 5.1 argues for the exclusion of some features from
the analysis of this particular experience going forward. As the
user’s turn length had both the lowest contribution to the data
variance and little correlation to the user rating of the interaction,
this feature can be removed. Despite having a high correlation with
the user rating, the maximum length of an individual interaction
can be excluded as it also had a high correlation with the total time
of interaction while explaining little of the variance in the data. For
our experience, both ASR and NLU accuracy could potentially be
excluded from the final set of features as their PCA contribution
was low and their correlation to the user rating small. However, as
component updates could change this in the future, we decided to
keep them in regardless. Finally, based on its low correlation to the
user rating, we can remove the story reaction from the feature set.

6 THE CONVERSATIONAL QUALITY
FRAMEWORK

We are developing a framework to take advantage of the kind of
feature analysis demonstrated in Sec. 5, to serve two purposes. First,
to visualize system performance in a way that gives developers
the ability to see changes over time, particularly with respect to
features that differ from the expected norm. Second, to provide
a data source for the robot’s dialogue system to facilitate adapt-
ing dialogue content based on the quality of the conversation. An
overview is depicted in Fig. 1, which shows how the framework

Figure 3: Contribution of the individual features to the first
four principle components.

captures messages from components across the dialogue system
to analyze the features throughout an interaction. Our framework
is meant to augment spoken dialogue systems, and it can be im-
plemented as a component in both custom dialogue frameworks
as well as standard ones such as Microsoft psi [6] or retico [23],
among others. Its main components are described below.

6.1 A Dashboard for Explainable AI
We have developed a Conversational Quality Dashboard that al-
lows experience developers to monitor the quality of the robot’s
interactions over time (see Fig. 1, right side). The dashboard reports
both cumulative statistics of all interactions in a selected time frame
(e.g., a day or a week) and depicts its trend in comparison to the
global average since the start of the test (see green and red per-
centages in Fig. 1). The dashboard also makes it possible to inspect
individual interactions. Apart from aiming to explain AI systems,
privacy is at the core of our implementation. While the dashboard
does allow inspection of the system statistics and extracted features
of individual conversations, identifiable information is hidden.

Having identified and selected an initial subset of features, we
are now in the process of training models to automatically assess
the overall quality of the conversation and assign it a value between
0 (indicating low conversational quality) and 1 (indicating optimal
conversational quality). In the future, the dashboard will showcase
this score to make it easier for developers to find conversations of
interest to inspect. As we acquire more data, we intend to refine and
adapt the feature set relevant for this social robot experience. We
intend for the feature set to vary across the different experiences
to which the working framework can be applied. In each case, we
imagine that a feature evaluation like the one presented above will
provide evidence to determine which features are best suited to
capture and evaluate conversational quality.

6.2 Improving Robot Decision-Making
While the dashboard is currently regenerated after each group has
concluded all interaction sessions and serves the sole purpose of
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generating insights post hoc, other ongoingwork is centered around
giving the robot’s dialogue system a quantification of how well the
interaction is going in real-time. For this, our dialogue framework
component continuously listens to all system messages that relate
to the features of interest. It then keeps a set of the latest features
for the model to assign a score to. The frequency of running the
model is variable and supports different levels of incrementality,
e.g., after every user turn, or after a certain amount of time has
passed. The features used for the model have different update cycles,
which poses a challenge for the component composing the latest
set of features. Certain features are tied to the same turn, e.g., the
length of a turn and whether the NLU could recognize an intent
in it. Others, like the amount of cross-talk recorded in the back-
ground are turn-independent. By assigning unique identifiers to
the messages flowing through the system, we are able to trace them
back to the same turn. This allows the feature set to be released
only after all measures related to a new turn have been recorded,
which ensures the integrity of the features made available to the
model. For future experiences, our goal is provide special content to
the robot’s dialogue system to use when the conversational quality
framework’s scores decrease. With this, we hope to be able to better
recover from users disengaging from the experience.

7 DISCUSSION AND FUTUREWORK
In this paper, we discussed ongoing work to develop a framework to
automatically assess conversational quality in social HRI. While our
final system, and particularly the selection of a model to combine
the features into a single conversational quality score is still under
active development, we believe that the features we are extracting
and how we are using them to judge conversational quality makes
three contributions that are of interest to the HRI community.

First, we discuss a set of well-known features in the dialogue com-
munity and analyze how they apply to social conversations. We find
that some behave differently with respect to task-based interactions
than we would expect. Longer interactions correlate with higher
ratings of the interactions in a social setting, whereas a shorter
time is favorable in comparable settings of solving logistical tasks.
We found that other features did not carry the anticipated meaning
when examined in situ. For example, when considering the mini-
mum conversation time in a multi-session setting, we hypothesized
it would negatively correlate with user satisfaction, either because
it indicates users giving up in frustration, or because there was no
new content available, which again could lead to dissatisfaction.
The data revealed, however, that while the minimum conversation
length was of importance in explaining the variance we saw in the
data, it had little correlation with the user satisfaction rating.

The second contribution of this work is the proposal of using
decisions in and reactions to episodes within a narrative as a feature
for conversational quality in social contexts. While we found that
one episode that was believed to carry special meaning was not
correlated with a user’s experience rating, another moment had
a significant influence on the user rating. What is interesting is
that the first moment plays an important role in the main narra-
tive, while the second one serves more as a filler if no immediate
content is available. This highlights a strength of our framework:
Showing system designers which parts of the interaction to pay

attention to in future iterations. We plan to further explore how
to reengage users dynamically by re-prioritizing moments in the
dialogue manager automatically.

Finally, this work contributes to the area of explainable AI by
showcasing how we are visualizing our features for system designers
to inspect by highlighting differences in comparison to previous
interactions. This allows developers to track system performance
over time, and detect potential problemsmore easily. In the future, it
will also help to explain the decision of the model we are developing
to automatically combine the features into a single conversational
quality score. The current set of implemented features are drawn
from the larger set in Sec. 4 and were restricted by an analysis of
their predictive power in a multi-conversation, narrative-driven
social setting. We are in the process of validating the features in a
different robot scenario; more work is necessary to fully understand
the transferability to other social domains. We also believe that
certain sets of features will differ depending on the implementation
of the robot’s conversational engine. For example, the ASR and
NLU accuracy may carry more meaning if these components differ
more in their performance between users or if the complexity of the
input was higher than in our setting. Due to privacy regulations,
we are unable to release our data. However, we believe that the con-
tribution of this work is the feature description, their interpretation,
and combination into the framework and will hopefully accelerate
the work of other researchers wishing to adapt it to their context.

To weight our features, this work relied solely on ratings given
by users. We acknowledge that, in not requiring every user to give
feedback, the sample of ground-truth annotations we have may
be biased, as users tend to give feedback when they either had
very high or very low satisfaction with their experience. Indeed,
we found responses reflecting very poor experiences were heavily
under-represented. We believe, however, that identifying features
that correspond to high user satisfaction is a first important step
to learn more about conversational quality. In the future, we are
planning to manipulate the conversations and artificially create
negative examples for our users to collect a more even sample. We
note that the rating of users may not correlate with an expert rating
of what a conversation of high quality looks like. However, we
argue that capturing the subjective conversational quality of users
is of higher value as it is likely predictive of a future engagement.

This work is currently limited to settings where the robot’s
interactive purpose does not rely on physical manipulation. Our
framework could be adapted to such settings, for example by track-
ing objects in the robot’s surroundings. We also believe that our
framework can be adapted to robots with varying autonomy and
could bring valuable input to operators of teleoperated robots.

In the future, we are planning to test different model implementa-
tions that combine our features into a single score of conversational
quality. We will also test retraining the feature selection and models
after each new rating that was given by a user, or infrequently after
a certain amount of new ground-truth ratings have been collected.
We believe that updating the models over time is integral to ensure
the system accurately reflects conversational quality over time.
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