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ABSTRACT
In human-human conversation we elicit, share and use infor-
mation as a way of defining and building relationships – how
information is revealed, and by whom, matters. A similar goal
of using conversation as a relationship-building mechanism
in human-robot interaction might or might not require the
same degree of nuance. We explore what happens in the in-
creasingly likely situation that a robot has sensed information
about a child of which the child is unaware, then discloses
that information in conversation in an effort to personalize the
child’s experience. In a pilot study, 28 children conversed with
a social robot that either told a story with characters already
introduced into the conversation by the child (control) or char-
acters hidden by the child in a treasure chest that the child was
holding (experimental). Cumulative evidence showed that all
participants in the experimental condition noticed the robot’s
violation of expectations, but younger children (4 to 6 years)
exhibited more contained emotional reactions than older chil-
dren (7 to 10 years), and girls expressed more negative affect
than boys. Despite the immediate response, post-conversation
measures suggest that the single event did not have an impact
on children’s ratings of robot likeability or their willingness to
interact with the robot again.

ACM Classification Keywords
H.1.2 User/Machine Systems: Human factors

Author Keywords
Conversational robotic companions, child-robot interaction,
private information, personalization.

INTRODUCTION
Children are growing up in a world increasingly populated
by sensors that communicate with each other to personalize
interactions and create unique user experiences [2]. In many
cases, users are not even aware that personal information is

being collected and used later, or by other applications. Ex-
tensive research has investigated the privacy-utility trade-offs
in adult users, particularly how adults reason about the disclo-
sure of information in exchange for personalization [10, 11,
20]. However, little is known about how these questions affect
children, despite the trend in commercial products that seek to
offer them personalized experiences as well [25, 15].

We are particularly interested in the case of conversational
robotic companions for children. Robots have great potential
to leverage information from data collected in previous ac-
tivities and use it to make a child feel special. Suppose, for
example, that a robot knows that the child won a soccer tour-
nament at school. How should it plan its dialog, given the goal
of creating a moment of positive regard? If it asks a general
question (“What happened today?”), the desired topic might
not arise and the opportunity will be lost. But will simply
raising the topic of sports be enough? Will introducing the
win explicitly be too much? In human-human conversation we
make choices about if and when to bring information into the
common ground [6] as a way of defining and building relation-
ships – how information is revealed, and by whom, matters.
Although conversational interaction is extremely promising as
a rapport-building mechanism, it could also be discordant if
there is a mismatch between what the robot discloses and what
the child believes the robot knows. There are two separate
questions of interest in such a scenario: If the robot reveals
seemingly inaccessible information, will the child notice? If
the child notices, will the event have a positive or negative
effect on perception of the interaction and the robot?

To begin to address these questions we consider a case in which
the robot demonstrates that it has knowledge that should be
inaccessible by conversing about information only the child
should be able to reveal. The ability to understand that two
people can have different knowledge states about the same
event is often referred to as Theory of Mind (ToM) [3]. Devel-
opmental research indicates that ToM is established in children
by four years [7], the age of the youngest children in our study.
Prior research also suggests that children perceive and interact
with robots as social entities [21, 4, 8, 5]. In theory, then,
our participants should posit the same processes that they do
in another human or familiar human-like object (such as a
doll), and notice that the robot’s knowledge is different from
expected, but it is possible that they will not make the same
ToM assumptions about our robot (Figure 1), or that they will
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do so only at a different point in development. Developmental
effects might also apply to the second question of interest.
For children who do posit separate and different knowledge
states at the outset of the conversation, the revelation that the
robot actually has the unanticipated knowledge might be con-
strued as magical or invasive, and which reaction occurs might
depend on the child’s age.

Because of these potential age differences and the general dif-
ficulty of accessing the subjective states of young children in
an unfamiliar environment, we look for cumulative evidence
from multiple measures. Within-conversation metrics include
both social-referencing through eye gaze and judgments of
emotional reaction by familiar adults at the moment the robot
reveals its knowledge of private information. Post conversa-
tion, we look to self-report, using a survey format that the
child has practiced in earlier robot-centric activities. Overall,
we find that children do extend typical ToM expectations to
our robot and notice the violation when it is revealed in con-
versation, but whether they experience it as a negative event is
a function of age and gender.

RELATED WORK
Over the past decade, researchers in Human-Robot Interac-
tion (HRI) have been investigating the impact of a robot’s
unpredictable behavior, such as cheating [19, 22] or deception
[23], on users’ perceptions of robot intelligence, intentionality,
and trust, as well as with the purpose of making interactions
more engaging [14]. While most of this research has been
conducted with adults, a few of the studies have included chil-
dren. Lemaignan et al. [12] evaluated the responses of 4-
and 5-year-olds in a playful scenario in which a social robot
occasionally exhibited unexpected behaviors such as getting
lost or disobeying voice commands. They found that the robot
was more engaging when it misbehaved than when it was be-
having appropriately. Although this study was inconclusive
as to whether children of different age groups interpreted the
robot’s misbehaviors as mechanical malfunctions or as inten-
tional, the authors suggest that there might be age effects in
the way children perceive different misbehavior categories.
This study is the most similar to the one we report here, but
the context was not conversational and the authors’ main goal
was to investigate the effect of unexpected movement rather
than unexpected knowledge.

Prior work has established that the way children socialize with
robots is more similar to the way they do so with other people
than with toys or other non-living objects [21, 8]. As robots are
expected to interact with children over longer periods of time,
one increasingly relevant question becomes whether children
attribute social and moral standing to them, and which social
and moral conventions are assumed. Kahn and colleagues [9]
investigated this question in a study with 9- to 15-year-olds. In
their experiment, a brief social conversation with a humanoid
robot was followed by an incident of “robot moral harm” – the
child observed the robot being put in a closet by one of the ex-
perimenters, despite its objections. The main findings from a
semi-structured interview were that most children believed the
robot had moral standing and considered it as a social being
who deserved fair treatment. Interestingly, 15-year-olds rated

Figure 1: The immersive setup for controlling Jimmy (left)
and the robot as it appeared to the child (right).

the robot lower in many of the study measures than children
with ages between 9 and 12 years. More recently, Chernyak
and Gary [5] found that children’s moral judgment regarding
robots is influenced by their perception of the robot’s auton-
omy. This finding implies that the way a robot is presented
to the child can largely impact the way s/he perceives and
behaves toward the robot.

Another source of evidence that children view robots as social
entities is the work of Bethel and colleagues [4]. They found
that preschoolers interacted with a social robot using the same
type of social conventions they use while interacting with each
other. More importantly, their study showed that children were
as likely to share a secret (that they were asked to keep) with
a robot as they would with an adult. The ethical issues of
sharing private information, particularly when a child shares
something with the robot, are now starting to be raised and
discussed in HRI [26, 24].

Although the focus of each of the studies we presented so far
is different from the one we address, the results are relevant to
our work for two main reasons. First, because we start from
the assumption that children will perceive and interact with
the robot in our study as a social entity, and second, because
they point to several developmental age differences that might
also effect the outcomes in a conversational context.

EXPERIMENTAL METHOD
The questions we want to explore require establishing a conver-
sational moment in which the robot (hereafter, Jimmy) reveals
knowledge of information that is presumed private. We create
this moment during a longer sequence of activities in an hour-
long session of play we call “The Winter Games.” Children
were recruited in close-aged pairs and participated in a total of
six games, some together, some alone, some with robots and
some without. This winter’s activities included:

• Robot Rating: sitting together, children were shown and
asked to rate five robot faces for friendliness and likeabil-
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ity using the Smileyometer [17] rating scale. All faces
were displayed on a Furhat robot head [1], accompanied
by experimenter-controlled expressions, speech and move-
ment.

• Mole Madness: children played a cooperative, voice-
controlled videogame that moves an animated character
through its environment in response to the words “go” and
“jump.”

• Mole Madness/Robot Bear Hug: one child played Mole
Madness with a Furhat-headed robot as co-player while the
other was asked to hug a sensor-laden, soft-technology bear.
Each child filled out two Smiley scales about the experience,
one task-dependent question and one likeability question,
then switched to the other task.

• Storybook Adventure/Storytelling and Conversation with
Jimmy: one child chose the appearance of different char-
acters in a storybook, while the other child participated in
the robot interaction activity that is the focus of this paper,
then they switched. We explain the Jimmy activity and the
control and experimental conditions in detail, below.

Each activity in the Winter Games has its own research goals
and measures. We enumerate the larger context here to point
out three relevant features. First, all children had experiences
with three different robots prior to the conversation with Jimmy
in an effort to control for any novelty effects that might arise
from first-time interaction with a robot. Similarly, all children
had repeated exposure to the scale used for self-report in the
Jimmy task, and had practiced using the scale for both task-
specific and likeability judgments. Finally, because children
participated in pairs and conversation with Jimmy was always
the last robot-related task, by randomly assigning one child
from each pair to the control and experimental conditions of
the Jimmy task we made a best effort to ensure that at least
their most recent history with robots was comparable.

Participants
We recruited 28 children (17 females and 11 males) through
postings in physical and online community bulletin boards.
Children’s ages ranged from 4 to 10 years (M = 6.7,SD =
1.82). Participants were scheduled in closely-aged pairs with
one child assigned to each condition in order to balance with
respect to age and gender. The control group consisted of 9
females and 5 males (M = 6.6 years, SD = 1.95), and the exper-
imental group contained 8 females and 6 males (M = 6.9 years,
SD = 1.75). The average age difference between participants
within a pair was eight months. Children were compensated
for their participation. The research was approved by the Hu-
man Subjects Institutional Review Board of Carnegie Mellon
University.

Accompanying adults – in most cases a parent – were offered
the opportunity to participate in the Jimmy task as uncom-
pensated volunteers, as described below. Those who agreed
(25/28) were predominantly female (18/25).

Procedure
The purpose of the Jimmy task was to explore two questions:
would children across our age range notice if the robot revealed

Figure 2: The three phases of the Jimmy task: children tell a
superhero story about two characters, make a private decision
about which characters some other child should use, then
converse with Jimmy about the story they told. Jimmy follows
the child’s retelling with a story of its own, using either the
characters revealed by the child in the conversation (control)
or the characters that have not been revealed (experimental).

knowledge which should have been inaccessible? And, if
noticed, would Jimmy’s revelation have a positive or negative
impact on the child? Examining these questions requires that
we establish and reveal the same piece of “private” knowledge
for each child in the experimental condition.

For the child’s comfort, we deliberately chose not to request
and reveal personal information. Instead we created a three-
phase process in which every child established two facts out
of Jimmy’s view and had one elicited by Jimmy in natural so-
cial conversation. The distinction between conditions hinges
on the remaining piece of information. In the control con-
dition, Jimmy elaborated on the fact already introduced by
the child into the common ground. In the experimental con-
dition, Jimmy introduced the comparable fact that the child
believed was known to him/her alone. Figure 2 summarizes
the procedure, described more completely in the following
sections.

Phase 1: Storytelling
In the first phase (top panel of Figure 2), the experimenter
walked the child to a table in one area of the lab, announcing
that the next activity involved storytelling. Once there, the
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Control / Experimental

E Hi, Jimmy!
J Hi there, nice to see you! (to child) Are you having fun?
C Yes.
J You kids get to do all the fun stuff. I get so bored stuck here all day... Which game did you just play?
C A storytelling game.
J Oh, I like that one a lot! Where was your story? The forest or the market?
C The forest.
J The forest is my favorite!! Who was in your story?
C Whirlwind and the Hot Dog Guy.
J That is a very interesting super hero pair. What happened in your story?
C They went into the forest to rescue a lost kitten.

Control Experimental

J It sounds like a great story! I wish they’d let me tell
one...I’d start with Whirlwind and Hot Dog Guy,
just like you did, but in the market. And then Whirl-
wind would blow everything all over the place until
Hot Dog Guy shows up and saves all the people and
kittens and stuff by spraying him with ketchup and
mustard and chasing him away.
What do you think?

J It sounds like a great story! I wish they’d let me tell
one...I’d pick Red Octopus and Dragon Lady, just
like you did, but in the market. And Red Octopus
would slither into the market and stink everything up
with his fishy smell until Dragon Lady comes and
saves all the people and kittens and stuff by swooping
in and carrying Red Octopus away.
What do you think?

Control / Experimental

C It’s a good story.
E All right Jimmy, we have to go now.
J Oh, I guess our time is over... I need to recharge! It was great meeting you. See you later!

Table 1: An example of one Child’s (C) responses during the scripted interaction with Jimmy (J) and the Experimenter (E), with
the Critical Moment (CM) that distinguishes control and experimental conditions shown in bold.

experimenter invited the child to open a treasure box contain-
ing two superhero characters printed on cardboard. The same
two characters, Whirlwind and Hot Dog Guy, were used by all
participants. The child then chose a scenario placemat (forest
or market) where the story action would occur, and was told
s/he could use any or all of a small set of story tokens (e.g.,
magic potion, kitten, etc.) to help tell the story. Children who
had trouble getting started were given a story prompt (“One
day Whirlwind and Hot Dog Guy were in the forest when all
of a sudden...”). This task lasted approximately 5 minutes and
was recorded by a camera that was in plain view.

Phase 2: Establishing Private Knowledge
When the story was finished to the child’s satisfaction, the
experimenter asked him/her to move to a different table that
was clearly out of camera view and on which there was a
closed, empty treasure chest and a closed, plain box containing
five new story characters. A commercially available near-field
RFID antenna was completely hidden on the underside of the
table beneath the box, and each of the story characters was
augmented with a non-visible passive RFID tag. Through
this arrangement the identity of the characters in the box was
continually broadcast to the robot.

The child was instructed to pick two of the five new story
characters in the plain box, place them in the treasure chest for
a future storyteller, then close both boxes (middle panel of Fig-
ure 2). To reinforce the idea that the child’s choice was private,

the experimenter turned her back after the instruction, saying
she wanted to be surprised by the new superhero characters
when the box was opened in the future.

When the child signaled that the choices were made and the
boxes were closed, s/he was told to take the treasure chest
and was guided by the experimenter to the area of the labora-
tory where Jimmy was located, picking up the accompanying
adult along the way. As the RFID tags of the two characters
inside the treasure chest moved out of range of the reader,
their absence in the broadcast set identified them to Jimmy’s
software.

Phase 3: Conversation with Jimmy
As shown in Figure 1, Jimmy was an upper body torso that
allowed human teleoperation via an identical master through a
hybrid air-water configuration [27]. The robot has 4 degrees
of freedom (DOF) in each arm and a 2-DOF neck. Stereo
cameras mounted on Jimmy’s neck stream real-time video to
the operator’s head-mounted display, which in turn maps the
head orientation of the operator to the neck servos of the robot.
The operator is visually immersed in the robot’s physical space
and can “puppeteer” the robot on the other side of the wall in
real-time, making this setup extremely suitable for conducting
Wizard-of-Oz human-robot interaction experiments. In this
study, Jimmy was controlled by two human operators: one
operator was responsible for controlling the body movements
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Figure 3: Spatial locations of participants during the conversa-
tion with Jimmy.

and head orientation, and the second operator selected Jimmy’s
text-to-speech utterances using a touch-based interface.

The experimenter initiated the conversation with Jimmy after
positioning the participants as depicted in Figure 3. The con-
versation followed the same script for each child; an example
is shown in Table 1. After a simple greeting, Jimmy asked
the child a series of questions about the storytelling activity,
eliciting the names of the characters and location used in a
natural way. If the child could not remember the answer and
looked to the experimenter or parent for help, the experimenter
provided a brief response.

The conversational turn following the child’s story retell was
the point that distinguished control and experimental condi-
tions (middle section of Table 1). The robot made a positive
comment about the child’s story then proceeded to tell a story
of its own. In the control condition, Jimmy told a story about
Whirlwind and Hot Dog Guy, the two characters that the child
had already introduced into the conversation. In the experimen-
tal condition, the robot told a story about the two characters
inside the treasure box that the child was holding.1 The bold-
face text in Table 1 contrasts the Critical Moment (CM). If
the child makes the typical Theory of Mind assumption for
Jimmy, then Jimmy should not know what is in the box and
the child should show some reaction that acknowledges the
inconsistency.

Following the critical moment in both conditions, Jimmy
picked a location for its story that was the alternative to where
the child’s took place (in the example of Table 1, the mar-
ket). This was a deliberate design choice because we wanted
both conditions to have a piece of information that was non-
congruent to the child’s retell. At the end of Jimmy’s story,
the robot asked the child to evaluate its efforts. After the child
did so, the experimenter ended the interaction (bottom section
of Table 1) and the child filled in the Smileyometer questions
for the Jimmy task.

1Because we could not know in advance which pair of characters the
child would choose, there was a separate version of the experimental
story for each character pair, but each version had a main message,
duration and word complexity that was similar to the others and to
the control story.

Figure 4: Survey questions used for collecting the storytelling
judgment and likeability measures.

Measures
We collected measures both during the conversation and at the
end of the interaction. Within-conversation measures included
the accompanying adult’s judgment of the child’s affective
reaction at the critical moment. Adults who volunteered to
participate received a paper questionnaire that instructed them
to pay special attention to the moment where Jimmy tells his
story in order to answer the two questions. The first ques-
tion asked them to characterize the child’s emotional reaction
on a 5-point scale ranging from 1 (very negative) to 5 (very
positive), while the second asked them to list one or more
words that described the reaction. It is important to note that
parents knew nothing about the purpose of the experiment and
were not present during the storytelling and character selection
tasks.

Following prior research on analyzing child behavior [13],
the second within-conversation measure was an analysis of
gaze orientation from the CM to the end of Jimmy’s story.
Using video recorded during the interaction, one female coder
with experience in behavioral analysis annotated children’s
gaze orientation according to three categories: “looking at
the robot,” “looking at the experimenter or the accompanying
adult,” or “looking elsewhere,” which included all other gaze
orientations (the green, blue and red areas of Figure 3, respec-
tively). Combining the annotation results with the interaction
logs from Jimmy’s software, we calculated the number of dif-
ferent annotations during the period in which Jimmy told his
story and coded it as the number of gaze shifts. A dispropor-
tionate number of gaze shifts can be a signal of discomfort or
confusion. The story lasts 19 seconds in the control condition,
and an average of 18 seconds across the experimental versions.

The post-conversation measures included children’s self-
reports on their impression of the robot. In particular, children
were asked to rate the robot’s storytelling (How good a sto-
ryteller is Jimmy?) and likeability (How much do you like
Jimmy?) with the same five-point Smileyometer [17] scale
they had used in the previous robot activities. They were also
asked to fill out an Again Table [17], which uses the same cues
but a nominal (yes, no, maybe) scale. The Again Table queried
whether the child would play again with each of the robots
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Condition Control Experimental

Age group 4 to 6 7 to 10 4 to 6 7 to 10

Affective Reaction 3.88 (0.35) 4.60 (0.89) 3.8 (0.45) 3.29 (0.76)

Gaze Shifts 3.00 (2.27) 1.25 (0.50) 4.0 (1.22) 3.57 (1.72)

Storytelling 4.88 (0.35) 4.83 (0.41) 4.40 (0.55) 4.22 (0.55)

Likeability 4.50 (0.76) 5.00 (0.00) 3.80 (1.64) 4.56 (0.73)

Gender Female Male Female Male

Affective Reaction 4.38 (0.52) 3.80 (0.84) 3.14 (0.69) 4.00 (0.00)

Gaze Shifts 2.00 (1.83) 3.00 (2.35) 3.86 (1.57) 3.60 (1.52)

Storytelling 4.89 (0.33) 4.80 (0.45) 4.50 (0.53) 4.00 (0.89)

Likeability 4.67 (0.71) 4.80 (0.45) 4.25 (1.39) 4.33 (0.82)

Table 2: Means(standard deviations) of the within-
conversation (affective response, gaze shifts) and post-
conversation (storytelling judgment, likeability) measures for
participants in the control and experimental condition, divided
by age group and gender.

they had interacted with during The Winter Games. Figure
4 shows the visuals used for the self-report measures. The
experimenter read and explained the text associated with each
scale to non-readers. 2

RESULTS
We conducted between-subjects analyses of variance
(ANOVA) with study condition (control or experimental), par-
ticipant age, and gender as factors. Due to sample size, par-
ticipants were divided into two age groups (4 to 6 and 7 to
10 years) based on the child developmental literature [16].
Also due to the number of participants, we considered inter-
actions of condition with age and gender individually rather
than grouping them into a three-way ANOVA. The means
and standard deviations of the measures reported below are
presented in Table 2.

Within-conversation Measures
Affective Response
An ANOVA was conducted to investigate the impact of study
condition and age group on parents’ report of their child’s
affective response at the critical moment (see Figure 7 for
examples of facial expressions). There was a significant main
effect of study condition, F(1,21) = 7.31, p < .05,η2 = .22,
with parents considering their child’s affective state as more
positive in the control condition than in the experimental con-
dition. No significant main effect of age was found for this
measure, F(1,21) = .17, p = .69,η2 = .00. However, a signif-
icant interaction effect was found between affective response
and age group, F(1,21) = 5.82, p < .05,η2 = .17. Parents
of children in the younger age group provided similar ratings
in the control condition and in the experimental condition,
whereas parents of the older children considered their child’s
2We also asked children a few open-ended debrief questions. Most
children, however, were not able to remember or articulate the critical
moment of Jimmy’s reveal, so these answers were not included in
our analysis.

(a) Age group

(b) Gender

Figure 5: Affective reaction to the CM as rated by accom-
panying adults. Each graph shows the percentage of adults’
responses at each value on the 5-point scale ranging from 1
(very negative) to 5 (very positive), normalized by the total
number of judgments.

affect more positive in the control condition than in the experi-
mental condition. The distribution of ratings by condition and
age, normalized by the total number of parent judgments, is
shown in the left graph of Figure 5a.

When including gender instead of age in the analysis, the
main effect of study condition remained significant F(1,21) =
4.45, p < .05,η2 = .12, and there was no significant main ef-
fect of participant’s gender F(1,21) =, p = 0.57,η2 = .01. A
significant interaction effect was found between study condi-
tion and gender F(1,21) =, p < .01,η2 = .23. The distribu-
tion of ratings by condition and gender is shown in the right
graph of Figure 5b. While girls experienced more positive
affective reactions in the control than in the experimental con-
dition, the affective response of boys was not significantly
different across the two conditions.

With only one older boy and one younger girl in the experi-
mental condition whose parent volunteered to participate, it is
impossible to tell from our data whether age and gender inter-
act or one factor is the better predictor of the more negative
affect observed.

Gaze Orientation
While investigating the effects of study condition and age
group on the number of gaze shifts of the child during the
period of the interaction in which Jimmy tells his story, we
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Figure 6: Average number of gaze shifts toward the robot, the
adults or elsewhere for children in the control and experimental
conditions during Jimmy’s story.

found a significant main effect of study condition F(1,20) =
5.08, p < .05,η2 = .19, with children in the experimental con-
dition exhibiting a higher number of average gaze shifts than
children in the control condition. There was no main ef-
fect of age group F(1,20) = 2.19, p = .15,η2 = .08, or in
the interaction between participant condition and age group
F(1,20) = .8, p = .38,η2 = .03. In the ANOVA conducted
to study the effects of condition and gender on the number
of gaze shifts, there were no significant main effects of con-
dition F(1,20) = 2.67, p = .11,η2 = .11, gender F(1,20) =
.24, p = .63,η2 = .01 nor in the interaction between both
F(1,20) = .70, p = .41,η2 = .03.

To further investigate these results, we performed pair-wise
comparisons between each coded gaze region (robot, adults
and elsewhere) across the study conditions with Bonferroni
adjusted alpha levels of .017 per test (.05/3). As shown in
Figure 6, the average number of gaze shifts “elsewhere” (i.e.,
avoiding the robot and the adults) was significantly higher
in the experimental condition (M = 1.17,SD = 0.68) than in
the control condition (M = 0.25,SD = 0.43). No significant
differences were found in the average number of gaze shifts to
the robot or to the adults between the two study groups.

Post-conversation Measures
When an adult asks a young child to make a value judgment
there is always the risk that the child will answer with what
s/he thinks the adult wants to hear. Our participants were
handed “official” clipboards with their survey scales at the
beginning of the Winter Games and told that we were counting
on them as junior scientists to always tell us what they really
thought. Looking across the use of the Smileyometer scale
in all Winter Game activities, we find that all but one child
used values in the lower, middle and upper part of the range,
giving us confidence that the results reported in this section
are a meaningful reflection of the children’s differences with
respect to condition.

Storytelling Judgment
When Jimmy asked for the child’s opinion of its story during
the conversation (see Table 1), all participants politely replied
that it was a good story, independent of the study condition
they were in. The comparable Smileyometer scale (top of
Figure 4) was filled in after the interaction was over, in a non-
social context, and an ANOVA was conducted to analyze the
effects of study condition and age group on the children’s judg-
ment of Jimmy as a storyteller. We found a significant main
effect of study condition, F(1,24) = 5.55, p < .05,η2 = .18,
with children in the control group rating Jimmy as a better
storyteller than in the experimental condition, in contrast to
children’s judgment about the story itself, given in the pres-
ence of the robot. There was no significant main effect of
age group, F(1,24) = .23, p = .63,η2 = .01, nor in the inter-
action between condition and age group, F(1,24) = .09, p =
.78,η2 = .01.

Similarly, a significant main effect for study condition was
found in the ANOVA that investigated the effects between con-
dition and gender, F(1,24) = 7.32, p < .05,η2 = .22. No sig-
nificant main effect was found for gender, F(1,24) = 1.8, p =
.19,η2 = .05, nor for the interaction between study condition
and gender, F(1,24) = .88, p = .35,η2 = .03. The distribu-
tion of ratings by condition and age or gender, normalized by
the total number of judgments, is shown in of Figure 8.

Robot Likeability
No significant main effect was found in the robot likeabil-
ity measure with study condition as a factor, F(1,24) =
2.74, p = .11,η2 = .09. Similarly, no significant main ef-
fect was found for age group, F(1,24) = 3.3, p.08,η2 =
.11, or in the interaction between condition and age group,
F(1,24) = .71, p = .71,η2 = .0. When considering gender as
a factor, we also did not find any significant main effect of
study condition, F(1,24) = 1.44, p = .24,η2 = .06, gender,
F(1,24) = .09, p = .78,η2 = .0, or in the interaction between
the study condition and gender, F(1,24) = 0, p = .94,η2 = .0.

Willingness to Interact Again
The final self-report scale was answered as part of the
nominally-valued Again Table. A chi-square test analyzing
the effects of willingness to interact again by study condition
yielded no significant result, χ2(2) = 1.76, p = .41. Similarly,
no significant relationship was found between willingness
to interact again and age group, χ2(1) = 1.29, p = .23, nor
between willingness to interact again and gender, χ2(1) =
.15, p = .5.

DISCUSSION
Our main goal in this pilot experiment was to explore two
questions. First, whether children notice when a robot demon-
strates in conversation that it has access to information they
presume is private. Second, how they feel about that fact, both
in the moment and at the end of the interaction. It is impor-
tant to note that a meaningful analysis of the second question
(Does it matter?) presupposes an affirmative answer to the first
question (Did they notice?) – we want to be sure that if there is
no difference in affective reaction between conditions it stems
from not caring about the revelation rather than not noticing it.
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Figure 7: Sample snapshots of children’s facial expressions immediately after the critical moment in the control (top) and
experimental conditions (bottom).

(a) Age group

(b) Gender

Figure 8: Children’s responses to the question “How good a
storyteller is Jimmy?” Each graph shows the percentage of
children’s responses for each Smiley face, normalized by the
total number of judgments.

The cumulative evidence across all measures strongly argues
that children in the experimental group did perceive the critical
moment as a violation of expectations, but that their feelings

about Jimmy’s use of that private information depended on
age and/or gender.

The experimental manipulation occurred when Jimmy named
the two characters it would use in its story: characters already
introduced into the conversation by the child (control) or hid-
den in the treasure chest the child was holding (experimental).
At that moment, the accompanying adults of children in the
control group reported significantly more positive ratings on
the affective reaction of their children when compared to the
parents in the experimental group. The type of words that
parents used to describe their children’s reactions echoes the
divergent valence between conditions (see Figure 9).

We also found age and gender differences in the parents’ report.
While older children were rated as being in a more positive
affective state in the control condition than in the experimental
condition, we cannot make such strong claims about the differ-
ence in affective reactions of the younger children. These re-
sults are in line with previous research suggesting that younger
children tend to inhibit expressions of affect more often in the
presence of others, for fear of not conforming with social
norms [18]. When considering gender, girls exhibited a wider
range of affect (more positive in the control condition) while
boys remained at the higher end of the scale in both conditions.
This finding is also supported by prior work showing that girls,
in general, are more likely to express negative emotions than
boys [28].

Behavioral evidence also showed that, while the robot was
telling his story, children in the experimental group shifted
their attention away from both the robot and the adults signifi-
cantly more than children in the control condition. In fact, the
immediate reaction of most children in the experimental group

8



(a) Control condition (b) Experimental condition

Figure 9: Word clouds of the terms used by the accompanying
adults to describe their children’s reactions to Jimmy’s story.

upon hearing the robot name the characters they picked was to
look at the treasure box to make sure it was closed. One reason
for avoiding subsequent eye contact might be that children
felt they had done something “wrong” (such as inadvertently
opening the treasure box) and were avoiding social contact as
a sign of embarrassment.

The post-conversation measures indicate that children in the
control group considered the robot a better storyteller than
children in the experimental group, regardless of their age or
gender. It is worth noting that despite the less positive reac-
tions in the moment and a more critical judgment of the robot’s
storytelling abilities, there were no significant differences in
how much children liked the robot, or whether they wanted
to play with Jimmy again. It might have been the case that
participants based their likeability and Again ratings on the
overall interaction with Jimmy, and a single uncomfortable
moment was not enough to affect their overall opinion.

CONCLUSION
While using sensor data collected outside a conversation can
help robots to personalize interactions with children, that fea-
ture can also make them more vulnerable to violating conver-
sational norms. In this paper, we conducted a pilot experiment
to evaluate children’s reaction when a robot exposes that it has
knowledge about the child’s actions that were not volunteered
as part of the conversation. Upon noticing the violation of
expectations, older children (7 to 10 years) visibly (to their par-
ents) responded with more negative affect. Although younger
children also noticed the conversational violation, they did not
have the same degree of emotional reaction (or else expressed
it in a less visible manner). Despite the immediate response,
the post-conversation measures suggest that the reaction did
not generalize much beyond the event, as children in both
conditions provided similar ratings for robot likeability and
willingness to interact with the robot again.

Our work has several limitations that we plan to address in
the future. The conversation with the robot was short and
contained only a single revelation of private information. It
is unclear how the trends seen here might change if the robot
violated this norm multiple times in a single conversation or
across repeated interactions. The type of information disclosed
might also be critical to the way children react. In this study,
Jimmy disclosed a fact that had minimal personal importance

to the child, but what if the robot revealed it knew something
the child cared about?

Finally, given the modest sample size and children’s inabil-
ity to articulate their internal state, it was beyond the scope
of this work to speculate about which social construct was
violated from the child’s point of view. Those who reacted
negatively may have conceptualized the issue as one of fair-
ness, trustworthiness or misbehavior, or as more than one of
these, depending on age and/or gender. Future work is needed
to explore this question, which is becoming more relevant
as persistent information gathered by passive technologies
becomes ubiquitous.

SELECTION AND PARTICIPATION OF CHILDREN
We recruited 28 children (17 females and 11 males) from Al-
legheny County, Pennsylvania, USA, where the population is
approximately 1.2 million. The study was advertised through
postings in physical and online community bulletin boards.
Children were compensated for their participation. The re-
search was approved by the Human Subjects Institutional
Review Board of Carnegie Mellon University.
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