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Abstract
This State-of-the-Art-Report covers the recent advances in research fields related to projection mapping applications. We sum-
marize the novel enhancements to simplify the 3D geometric calibration task, which can now be reliably carried out either
interactively or automatically using self-calibration methods. Furthermore, improvements regarding radiometric calibration
and compensation as well as the neutralization of global illumination effects are summarized. We then introduce computational
display approaches to overcome technical limitations of current projection hardware in terms of dynamic range, refresh rate,
spatial resolution, depth-of-field, view dependency, and color space. These technologies contribute towards creating new ap-
plication domains related to projection-based spatial augmentations. We summarize these emerging applications, and discuss
new directions for industries.

CCS Concepts
•Computing methodologies → Computational photography; Mixed / augmented reality; •Hardware → Displays and im-
agers;

1. Introduction

During the last decade, projection mapping or spatial augmented
reality (SAR) has been tremendously widespread over the world.
The goal is to seamlessly merge physical and virtual worlds by su-
perimposing computer generated graphics onto real surfaces. One
of the biggest differentiator compared to other augmentation tech-
niques is the capability of projection mapping to let many users
directly experience the augmentation without wearing glasses or
any other devices. Constant improvements in size, pricing, and
brightness of projectors have allowed many people to develop their
own projection mapping projects. They used a large variety of sur-
faces as projection targets: large buildings, cars, shoes, furniture,
and even living creatures such as fish in an aquarium and human
dancers. In the emerging application scenarios, there are strong de-
mands for displaying desired appearances on non-planar, textured,
and/or dynamically moving surfaces under environmental light-
ings. To meet the demands, researchers developed computational
algorithms to project geometrically and photometrically correct im-
ages by applying projector-camera systems (procams). Those pro-
cams use cameras to observe the projection onto the surface and to
estimate how to adapt the projection image to display the desired
augmentation.

† The authors assert equal contribution and joint first authorship.

Typically, projectors are designed and used to display images
onto a planar, uniformly white, and static screen in a dark en-
vironment. Due to this fact, current projectors are not suitable
for most projection mapping scenarios. Particularly, the dynamic
range, frame-rate, latency, spatial resolution, depth-of-field (DOF),
and the device’s displayable color gamut limit their applicability.
Furthermore, view-dependent images are not displayable. These
technical limitations of the projector hardware make it difficult to
display desired appearances in the wanted visual quality even when
the computational algorithms are applied. Researchers have applied
the emerging “computational display” approach, which is a joint
design of display hardware, optics and computational algorithms to
overcome the limitations [MWDG13].

This state-of-the-art-report summarizes the recent advances (in
particular, the last 10 years) of projection mapping algorithms
and hardware solutions to display desired appearances onto non-
optimized real surfaces in an enhanced visual quality, and intro-
duces emerging applications that apply these new technologies.
The algorithms include robust camera-based auto-calibration tools
for multi-projector systems, geometric correction for dynamic pro-
jection mapping, and radiometric compensation for textured sur-
faces (cf. Section 3). The hardware Section 4 introduces computa-
tional display solutions to overcome the mentioned technical limi-
tations and to achieve high dynamic range, high speed, high reso-
lution, wide DOF, view-dependency, and wide color gamut projec-
tions. The applications are summarized in Section 5.
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Geometric Calibration

Photometric Calibration

Figure 1: Schematic overview of the fundamental calibration steps required by most procams applications. The process of geometric cali-
bration is visualized exemplary on the top where cameras are used to capture projected structured light patterns, in this case gray codes,
to generate projector to camera pixel correspondences. In combination with a multi-camera calibration, here, for example, based on planar
checker boards, this is used to geometrically register the projectors to the surface and to enable the generation of a consistent projection
onto a complex surface geometry as shown on the upper right. To also generate a colorimetrically consistent projection, additional color
patterns are projected and acquired by cameras or other spectral sensors like colorimeters to photometrically calibrate the devices, and,
in combination with information about the individual projector overlaps gathered from the geometric calibration, a completely consistent
multi-projection system can be achieved as schematically shown in the lower right.

This paper does not cover previous important technologies ear-
lier than 2007. For interested readers which would like to get an
even broader in-depth summary of that field, we recommend to re-
fer to a book [BR05] and a state-of-the-art report [BIWG08]. Note
that the paper does not cover related topics which are outside of
the scope of the paper, which are (1) multi-projector calibration for
wall displays and (2) high-quality shape measurement. Also note
that we regard projection mapping, SAR, and projection-based AR
as the same concept, and use the first term in the rest of the paper.

2. Projection Mapping in a Nutshell

Before we will give a summary over the current state of the art
within the field of procams, we will present a short introduction to
the fundamental tasks which need to be carried out in most pro-
jection mapping applications. As already stated in the introduction,
projection mapping describes the usage of projectors for specific
augmentations which should behave in a controlled desired man-
ner. At a high level, applications can be classified into two cate-
gories: (1) ones with the desire to project geometrically undistorted

content onto complex geometry; (2) ones which are able to flexibly
control the color appearance of the projection, or a mixture of both.

To achieve such goals, several calibration steps have to be carried
out which can be mainly classified into: (1) geometric calibration
tasks dealing with the exact modeling of the shape of the projection
surface as well as the internal and external parameters of the used
projectors and cameras; (2) photometric calibration tasks which
deal with the estimation of the internal color processing of the used
input and output devices as well as the reflectance properties of the
surfaces to project on.

Figure 1 schematically illustrates how these tasks can be car-
ried out: The upper row illustrates a potential geometric calibration
pipeline: cameras are used to capture a series of projected struc-
tured light patterns to generate pixel- or even sub-pixel-accurate
mappings between projector and camera pixels. In combination
with a geometric multi-camera calibration procedure, estimating
their optical properties as well as global orientation with respect
to each other, the surface geometry can be reconstructed and the
projectors allows to be geometrically calibrated to generate a con-
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sistent projection image as shown in the upper right. To addition-
ally ensure that a photometric uniformity is also achieved, several
further color and intensity patterns are projected and analyzed to
estimate the device’s internal color processing as well as the light
modulation on the surface. In combination with the geometric in-
formation, the projector overlaps are smoothly blended to finally
generate a photometrically homogeneous projected image (lower
row).

3. Algorithms

The following section focuses on current procams related research
based on novel algorithmic methods. Since the hardware, i.e., the
combination of cameras, projectors and other specialized devices
limit the algorithmic applications, the majority of the ones de-
scribed below are adaptations and incremental improvements of
earlier methods or are derived from neighboring fields of visual
computing. New applications which have been realized by making
use of new hardware devices will be discussed later in the Hardware
Section 4.

We mainly subdivide the algorithms section into methods related
to the geometric calibration of procams which, for a majority of
applications, is a crucial requirement. This is the task to estimate
the three-dimensional properties of the devices as well as their re-
lationship with respect to each other, as well as to the surface in
contrast to a projector-camera pixel correspondence estimation and
mapping into a two-dimensional space, which we call geometric
registration. Secondly, the upcoming research field of dynamic pro-
jection mapping will be discussed and as a third area we summarize
research for calibrating and compensating the radiometric proper-
ties of procams. Those will be classified into methods for per-pixel
diffuse surface reflectance compensation, as well as into ones for
the compensation of global effects such as inter-reflections and dy-
namic closed-loop systems.

3.1. Geometric Calibration of Projector-Camera Systems

Since projection mapping has been becoming more and more pop-
ular for professional applications at large scale venues such as
events, marketing, and theme park attractions, tools were devel-
oped to ease the calibration and maintenance of such installa-
tions to guarantee a quick, efficient setup with adequate reliability.
Therefore, several companies developed toolboxes for projection
mapping applications, such as Microsoft with the freely available
Kinect based RoomAliveToolkit [JSM∗14]. Also several projection
hardware and software companies offer commercial applications to
simplify projection mapping installations [sca, chr, vio, gre, mxw].
The Walt Disney Company develops a procams toolkit for theme
park attractions simplifying deployment by an automated calibra-
tion procedure and ensuring a reliable long-term maintenance pro-
cess to widen the creative potential of such systems within the men-
tioned context [MvBG∗12].

3.1.1. Semi-Automatic Procams Calibration Methods

Most methods to calibrate projectors usually start with one or mul-
tiple cameras, which are initially either pre-calibrated or not cal-
ibrated at all. Calibrating the intrinsics of cameras can be carried

out in various ways, the most widely used ones involve multiple
captured images of a planar marker board of unknown orientation,
often with a checkerboard pattern, to estimate the focal length, prin-
cipal point, and specific amount of parameters to model the lens
distortion. The most commonly used method to apply this calibra-
tion is presented by Zhang et al. [Zha99], which is also widely
used as the baseline to compare other calibration methods. Since
the accuracy of such methods strongly depends on the number of
samples and marker orientations within the various captured im-
ages, in Richardson et al. [RSO13], efforts were made to actively
assist users in selecting the most useful poses to generate an accu-
rate calibration result: The authors propose an iterative method to
estimate the most suitable marker orientation for the next capture
from the current calibration results, which could be shown to im-
prove the calibration accuracy. The same checkerboard method can
also be used to calibrate the relative orientation of the cameras, i.e.,
the extrinsic properties, by presenting the same patterns in different
camera views.

Having at least two calibrated cameras, a projector calibration
can be carried out using structured light patterns to generate corre-
spondences between all cameras and projectors. Since the cameras
are already calibrated, the correspondences can be used to triangu-
late a point cloud of the surface and then use this information to
register the projectors to the surface by using the 3D-to-2D point-
to-pixel correspondences to estimate the projection matrix using
the Direct Linear Transform (DLT) approach and an additional non-
linear optimization of the decomposed intrinsics and extrinsic cali-
bration components as, e.g. explained in [HZ04].

To avoid the requirement of using multiple calibrated cameras
for projector calibration, methods were proposed to calibrate the
projector via planar surfaces in an equivalent fashion to the afore-
mentioned camera calibration, but this time, by treating the projec-
tor as an inverse of a camera and using structured light patterns
to estimate with a single camera, where each projector pixel is
seen on a planar surface [ORH08, DAS∗14, MT12, LHG11]. An
easy to use checkerboard-based procams calibration method and
source code has been introduced [AO09]. It calibrates the projec-
tor via planar surfaces by treating the projector as an inverse of a
camera and using structured light patterns to estimate with a sin-
gle camera where each projector pixel is located on the plane. Re-
cently, this process was simplified by using self-identifying pro-
jected blob patterns, which can also be robustly detected when
projected onto planes which are placed significantly out of the fo-
cus plane of the projector [YNM16]. Related plane-based methods
also nicely summarizes further-related methods and differences be-
tween them [DRS12].

If the geometry of the projection surface is known, manual cor-
respondences can also be generated without using a camera by
marking corresponding surface features in the projection and map-
ping them to the according position of a known 3D geometrical
shape [CMT10]. However, besides the fact that this is often not
available, this process is cumbersome and error prone due to the
required manual interaction; thus is not suitable for a reliable long-
term deployment.

c© 2018 The Author(s)
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3.1.2. Self-Calibration Methods

Instead of using plane-based calibration methods based on homo-
graphies for calibration estimation, several semi- and full auto-
calibration techniques for procams have been presented. One of the
first methods to fully automatically calibrate a generic projector-
camera pair without using a planar surface, for example, has been
proposed by Yamazaki et al. [YMK11]. They propose an algorithm
based on the decomposition of the radial fundamental matrix into
intrinsic and extrinsic parameters, which requires a close-to-pixel
accurate prior for the principal point, i.e., the location of the opti-
cal axis on the projector’s image plane. This is hard to achieve in
real-world situations, since in most projectors the principal point is
usually not located close to the center of the image plane but shifted
on the y-axis due to the lens shift optics. Sajadi and colleagues
present a system which enables the calibration of multiple cameras
and projectors, assuming that the cameras all share the same fo-
cal length and contain no distortion parameters, which might not
lead to a sufficiently-accurate calibration depending on the used
lenses [STRM15].

Garcia et al. proposed a method to calibrate a specific multi-
camera-projector-system in which sensors face each other and
share a common viewpoint using translucent planar sheets placed at
a series of varying orientations to generate planar pixel correspon-
dences between all devices [GZ13]. Using this information, the
standard method presented by Zhang [Zha99], with an additional
sparse bundle adjustment (SBA) step [TMHF00], is used to cali-
brate the devices. Although the approach is able to accurately cali-
brate multi-projector setups, it is limited for a specific configuration
and, thus, cannot handle the desired variety of complex setups. Re-
cently, a method was proposed by Garrido-Jurado et al. [GJnSM-
CiJ16], which offers a flexible self-calibration method. However,
it also has several limitations. The most important one is the fact
that the it is assumed that the intrinsics of the devices are already
known beforehand, which is usually not the case, but part of the
desired calibration process, especially since, for practical reasons,
zoom and focus are often readjusted for each particular setup. Be-
cause of that limitation, their strategy to insert new devices focuses
solely on the number of available correspondences and how to op-
timize the device integration strategy using a mixed integer linear
programming approach. Although their method showed convincing
results for a specific setup, the requirements of having the intrinsics
pre-calibrated, no direct outlier treatment, and a relatively simple
integration strategy when compared to, for example, the strategy
proposed by Snavely et al. makes it less flexible for generic us-
age [SSS06].

Another recent method presented by Li et al. uses priors for the
principal points as well as for the focal lengths [LSD∗17]. While
the principal point can be roughly estimated to be in the center
for cameras, this is, as already mentioned, usually not the case for
projectors. To estimate them the authors propose a method that re-
quires the zoom level of the projector to be changed. Initially not all
projectors have different zoom levels and changing the zoom usu-
ally has to be done manually which makes the approach impracti-
cal. Also the required rough estimate of object size and distance for
focal length priors makes it less applicable. A metric procams self-
calibration method is presented which makes use of an existing,

known 3D geometrical model of the projection surface [RNK∗15].
Using this information plus priors about the focal length, a projec-
tion device can be calibrated into a coordinate frame with respect to
the model even in the desired scale. However, all of these methods
require specific priors, i.e., information about the intrinsic device
properties, or manual interaction and thus are not generically ap-
plicable, yet.

A generic method was presented which uses at least two or more
cameras to apply a full self-calibration without the requirement of
any prior [WG17]. To achieve that, an adaptive and outlier insen-
sitive integration scheme was applied to achieve the required ro-
bustness of the fundamental matrix estimation and the consecu-
tive device calibration and surface reconstruction. This is crucial
since, especially outside of lab environments, the structured light
process often might lead to a certain amount of false correspon-
dences which significantly degrade the self-calibration accuracy if
not detected and removed during the calibration process.

3.2. Dynamic Projection Mapping

While projection mapping has been an active research field for a
long time, most of the earlier research focused on the augmentation
of static objects, or slowly and rigidly moving objects, since any
dynamic projection system significantly adds up in system com-
plexity and performance requirements. However, since the compu-
tational power of CPUs and GPUs evolved quickly according to
Moore’s law, and high-speed cameras and projectors are now be-
coming commercially available, more and more dynamic projec-
tion mapping systems have been published. These methods can be
classified with respect to their degree of freedom when it comes to
the dynamic components of the procam system. Most of the sys-
tems define dynamic in the sense that the scene rigidly transforms
(or at least the non-rigid transformation is already known), or the
projector or the camera is allowed to move. These approaches –
although requiring significantly low latencies to generate convinc-
ing augmentations – can be supported by the application of known
rigid geometry and potentially-available tracking information.

Much less work has been published with real-time projections
onto fully non-rigid, dynamic and unknown moving projection sur-
faces. In the latter case, the complete surface shape has to be esti-
mated either in 3D or at least 2D, while the overall system latency
still needs to be kept in the order of a few milliseconds to avoid
perceptual lagging of the superimposed projection. The interested
reader is referred to a prior work [NLW∗12] for an experiment and
discussion about the sensitivity of human visual perception with
respect to visual lagging.

Below we will summarize the recent developments firstly by list-
ing work focused on rigid dynamic surfaces and secondly for non-
rigid augmentations. Figures 2 and 3 respectively show examples
of rigid and non-rigid dynamic projection mapping technologies,
which are introduced in the following subsections.

3.2.1. Rigid Dynamic Projection

Methods for the augmentation of rigid dynamic objects do not re-
quire a full dense online surface reconstruction, but only a pose

c© 2018 The Author(s)
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Figure 2: This figure summarizes examples of rigid dynamic projection mapping: The top row shows three augmentation results of a rigid
dynamic multi-projector mapping onto a uniform gray face statue [SCT∗15]. In the bottom left, a dynamic projection mapping onto an
animatronic head is shown using multiple projectors which are compensating for sub-surface scattering as well as image degradation
artifacts from defocus [BBG∗13]. The upper three images show different facial expressions. The small images always show the animatronic
head under uniform white illumination as well as the gray shaded rendered geometry which was used as input for a registered spatially
varying lighting projection shown in the enlarged photographs. Below, several close-ups of the augmented animatronic head are shown. In
the bottom right figure a marker-based dynamic projection mapping is shown where the perception of the markers is reduced by visually
diminishing them using a radiometric compensation approach (cf. lower two photographs) [AIS15, AIS18].

estimation of the projector with respect to the geometry to under-
stand how the already known, geometrically rigid computer graph-
ics needs to be rendered correctly by the devices.

Applying a visual marker achieves a stable pose estimation.
However, markers attached on a projection surface disturb pro-
jected results, as we can see the markers as a texture of the sur-
face. This issue is resolved by combining a radiometric compen-
sation technique (cf. Section 3.3) to visually cancel the mark-
ers [AIS15, AIS18] (An example is shown in Figure 2). Other re-

searchers replace the markers with tiny photosensors to measure the
scanning timing of a projected beam from a laser projector [KIS17].
Due to the raster-scanning mechanism, the pixel coordinate of the
projected beam is uniquely identified from the measured time in-
formation. Once more than six photosensors measure the scanning
timings and identify these pixel coordinates, the pose of the surface
is estimated

A method which uses a low-resolution online-reconstruction
for projector registration was presented [RKK14]: The shape of
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an augmented object is measured on-line by triangulation using
projected features and the corresponding camera pixel correspon-
dences, then the iterative closest points (ICP) algorithm [Zha94]
is used to estimate the six degrees of freedom (6DOF) movement
which allows to register the projection to the current pose of the
real object to augment. Another research group optimized projec-
tion images by solving the light transport matrix, which was de-
rived from the 6DOF relations between each projector and the ob-
ject measured by a Kinect depth sensor [SCT∗15] (cf. Figure 2).
A related method using an infrared camera was also presented by
Hashimoto et al. [HKK17]. A method for optimal projector assign-
ment for dynamically moving rigid objects using the normal vector
information was proposed [LWF11]. A deformable motorized ani-
matronic silicon head was augmented using multiple registered pro-
jectors to enhance its appearance by superimposing high-frequency
details such as wrinkles which couldn’t be generated by the defor-
mation of the silicon skin alone [BBG∗13] (cf. Figure 2). Although
the system was able to project onto a non-rigid surface, the authors
could only augment the head for known poses and a 3D scan and
registration for each individual pose was required.

Overcoming the perceived lagging resulting from the inevitable
end-to-end latency of such a system is also an ongoing research
area. In one of the earliest approaches [SH13], Block-Matching
[HKAJ∗14] has been used to predict the unknown motion of a hu-
man hand. Leveraging a 1,000 Hz high speed procams (cf. Section
4.2), a visual marker-based method achieves a very low latency reg-
istration [WKi17]. A stable marker position prediction is possible
because the distance between the previous and current marker po-
sitions are short due to the small time difference (i.e., 1 ms).

3.2.2. Non-Rigid Dynamic Projection

A solution for dynamic projection mapping onto a deformable ob-
ject is described by Punpongsanon et al. [PIS15a]: It is realized
by painting invisible markers based on infrared ink onto the sur-
face, which, being measured by an infrared camera, are used to
estimate the surface’s non-rigid deformation and to adapt the pro-
jection accordingly (cf. Figure 3, upper right). A high-speed cam-
era is used to robustly track dot cluster markers drawn by the same
invisible inks [NWI15]. Alternatively, retro-reflective markers are
used to measure the surface deformation in the word of Fujimoto et
al. [FST∗14]. However, a fully dynamic tracking is not achieved
by this method. The dot cluster markers were extended to also
allow the projection onto dynamic objects as shown by Narita et
al. [NWI17] (cf. Figure 3, lower right).

A system to dynamically augment human faces using projection
was presented by Bermano et al. [BBIG17]. It applies markerless
human face tracking, estimates blend shapes describing the current
expression, deforms a base mesh and applies a texture which is
dynamically adapted depending on estimated expression, time, de-
sired lighting, as well as the spatial location of the face. To simplify
the overall processing pipeline, projector and camera were optically
aligned allowing the whole augmentation pipeline to work in 2D
space. The overall latency of the presented prototype is less than
10 ms. Although this might sound sufficiently fast, an extended
Kalman filter (EKF) needed to be incorporated for motion predic-
tion to keep the inevitable delay of the projection onto the surface

below the visual perception threshold. Recently, a similar system
based on the usage of depth sensors was presented [SLS∗17]. While
they show how such an augmentation can be carried out with opti-
cally unaligned depth cameras and multiple projectors, the latency
of the incorporated depth sensors makes it currently impractical for
any fast and sudden motions. However, with more advanced and
faster hardware, such limitations might be overcome. Please refer
to the left panel in Figure 3 for application examples of the last two
discussed methods.

Although the recent research results for high-quality non-rigid
dynamic projections still lack the quality requirements of produc-
tion standards, they show the future potential of such systems.
Combining the advantages of the different methods with optimized
algorithms and upcoming high-speed projection hardware [DYNa]
will help to make such applications more widely usable in the near
future.

3.3. Radiometrical Control of Projector-Camera Systems

This section discusses the problem of accurately measuring, con-
trolling, and compensating the light which is emitted by the pro-
jectors and reflected from the surface. Although the basic linear
models for describing the local color transformation and applying
a radiometric compensated projection have been developed already
for a long time,† several recent papers present enhancements to
overcome the limitation of these models, especially with respect
to computational complexity, color reproduction accuracy and dis-
cretization error minimization. Figure 4 shows several examples of
some of the radiometric compensation techniques introduced in the
following.

3.3.1. Local Per-Pixel Radiometric Compensation

The basic radiometric compensation methods modeled the light
modulation between a camera and a projector as a linear matrix
multiplication. This color-mixing matrix based approach was pro-
posed by Nayar et al. and Yoshida et al. [NPGB03, YHS03]. More
recently, this model has been further analyzed and adapted to sim-
plify the computational steps by separating the spatially-varying
effects from the constant color-mixing property between the used
camera and projector in the work of Chen et al. [CYXL08].

When projecting onto dark or strongly saturated surface pig-
ments, it is desirable to avoid visually disturbing compensation er-
rors resulting from the limited color gamut of the projector. Several
methods automatically adjust the target colors outside of the dis-
playable gamut to mitigate such artifacts [MJK11,LAS∗11]. Menk
and Koch proposed to use physically based computation based on
spectral measurements in combination with HDR imaging to gener-
ate more accurate projection based augmentations [MK10]. The ap-
proach was further extended by applying a 3D lookup table (LUT)
to describe the color model of the projector [MK13].

A more accurate color reproduction, especially when applied
to single-chip DMD-based projectors using multi-primary color

† Please refer to a state-of-the-art report [BIWG08] for details
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Figure 3: Examples of non-rigid dynamic projection mapping. Solutions for fully dynamic human face augmentations have been presented by
multiple research groups as shown on the left hand side. The images shown on the top are results of the work of Bermano et al. [BBIG17] in
which a high-speed procams is used to warp and texture a 2D facial mesh for low-latency real-time augmentations simulating varying lighting
conditions, texture and expressions. The augmentations shown in the bottom row are generated using a multi-projection system [SLS∗17])
in which the non-rigid face deformation is measured using depth sensors and projected back by multiple devices. On the right hand side,
dynamic augmentations onto other deformable surfaces are shown: On the top, an augmentation of a deformable surface is shown as
presented by Punpongsanon et al. [PIS15a], on the bottom right, a real-time augmentation onto non-rigid paper and a t-shirt as described
by Narita et al. [NWI17] is shown.

wheels and an internal non-linear color processing is achieved us-
ing a non-linear thin-plate-spline interpolation [Gru13]. While this
requires a significantly more complex interpolation model based
on radial basis functions (RBF) to be calculated and solved, it could
be shown that the resulting improvement in compensation quality is
applicable for real-time processing when implemented on the GPU.
Grundhöfer and Iwai extended this approach and showed a method
to reduce perceived artifacts at strong texture edges resulting from
the unavoidable fact that projector pixels might hit multiple sur-
face pigments with varying reflectance properties at texture edges,
leading to artifacts due to overcompensation [GI15]. Mihara et al.
also presented a solution for the latter, where a precise compen-
sation is achieved by considering the potentially spatially-varying
reflectance observed by a high-resolution camera in the area of each
projected pixel [MIS14].

Since the placement of the available projectors in combination
with the geometrical shape of the object to augment has a signifi-
cant impact on the visual quality of the compensated projection, ap-
proaches were presented to automatically calculate an optimal pro-
jector placement to achieve the best compensation result [LAM10].
Other methods focused on optimal projector placement in terms of
pixel coverage and intensity distribution [LXZ∗15].

3.3.2. Inter-reflection Compensation

The methods presented in the last section are only able to improve
the image quality locally since the compensation is carried out in-
dependently for each pixel or, in some cases, incorporating locally
neighboring pixels, i.e., considering not more than the influence de-
scribed by a narrow local light transport. However, these methods
are not able to handle and neutralize any kind of global illumination
effect. Even when using only Lambertian surfaces, diffuse inter-
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Figure 4: Examples of radiometric compensation methods: Upper left: Non-linear per-pixel photometric compensation without (c) and
with (d) local content adaptation [Gru13]. Lower left: Photometric compensation with error minimization to reduce the perception of color
artifacts in areas of significant reflectance change [GI15]. The photograph of the leaves is projected using photometric compensation onto
the highly saturated color patches. Even slight misregistrations lead to color artifacts at the edges (middle column, close-ups shown in the
bottom). By considering the local surface reflectance and the potential projector drift, the compensation can be adjusted to diminish these
artifacts (right column). Upper right: High-quality projection-based appearance editing as proposed by Law et al. [LAS∗11]. Lower right:
Compensation of indirect diffuse scattering by active and spatially varying reflectance modulation using photochromic inks illuminated by
an array of ultraviolet LEDs [TIS16].

reflections will happen at any concavity. This unwanted scattering
of light degrades the image quality by a reduction of contrast and
might lead to undesired color-bleeding.

Compensating the influence of such inter-reflections was initially
presented by Bimber et al., where a global illumination calculation
was carried out to estimate the amount of inter-reflections by sub-
dividing the surface into patches [BGZ∗06]. Since the compensa-
tion depends on the projected image content, the method was opti-
mized for real-time processing to enable the compensation within
interactive applications, such as immersive virtual environments.
Such inverse radiosity methods were then further refined by sev-
eral groups [SYC10, SCCN11, NPB∗12]. Most of these methods
were also able to compute a compensation image in real-time using
GPU-based parallel processing. A more recent publication solving
the same problem in real-time for multiple projectors in a dynamic
environment has been presented by Siegl et al. [SCSB17]. Habe
et al. presented an inter-reflection compensation algorithm specifi-
cally designed for dome-shaped projection surfaces [HSM07]. Un-
fortunately, this approach is accomplished by reducing the over-
all projected intensity by a certain, spatially constant factor which

contradicts with the natural goal of maximizing contrast. Within a
more general solution presented by Wetzstein and Bimber [WB07],
inter-reflection artifacts were compensated by inverting the light
transport matrix between a projector and camera.

Although being algorithmically different, the inverse radiosity
methods all share the same principle of reducing illumination in
areas where strong inter-reflections occur which leads to a lower
overall intensity. Another approach to overcome this issue by dy-
namically modulating the local surface reflectance was presented,
in which the reflectance of a projection surface is modulated to
achieve a better inter-reflection compensation and to improve per-
ceived contrast [TIS16]. This is achieved by using a UV-reactive
photochromic surface material which, when illuminated by high-
power ultraviolet radiation, changes its reflection properties from
bright to dark (cf. Figure 4, lower right).

Besides inter-reflection compensation, a model-based technique
for radiometric compensation was presented, where the reflected
spectral distribution of the ambient light is measured and the data
is used to compute the correct compensation intensities to accu-
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rately approximate the desired color when projecting onto the sur-
face [MK10].

3.3.3. Closed-loop Radiometric Compensation

While the research summarized in Section 3.2 focuses on a geomet-
rically accurate projection onto rigid and non-rigid dynamic sur-
faces, other approaches are targeted more onto the appearance con-
trol of moving objects by applying closed-loop radiometric com-
pensation models using a coaxial procams as proposed by Amano
and Kato [AK10b]. Optically aligning a projector and a camera is
a non-trivial task and quite cumbersome since the alignment has
to be managed in six degrees of freedom. To ease the registration,
a simple, but efficient way to achieve a satisfactory optical cali-
bration of the coaxial procams is given, where a spatial grid pat-
tern is projected onto a differently shaped grid surface such that
the alignment accuracy can be directly estimated by observing the
camera while moving the latter [Ama14]. The same principle of
a coaxial procams is used to visually manipulate material appear-
ance [Ama13], microscopic specimens [BKA∗11], shading illu-
sions [Ama12], and context aware illuminations [WFF∗10]. The
same idea was extended to multiple coaxial procams which were
used to augment a 3D object [ASUK14]. The convergence of such
a radiometric compensation approaches from multiple projectors is
theoretically proven by Tsukamoto et al. [TIK15].

3.4. Summary

As discussed in this section, the development of new, optimized al-
gorithms for procams is still an ongoing and active field of research.
We classified the ongoing research into three main categories which
seemed to be most relevant for high-quality projection mapping ap-
plications:

• Geometric calibration and, in particular, self-calibration methods
(Section 3.1) were recently presented by various groups. Most
of the work builds upon and adapts ongoing computer vision
research on multi-camera calibration. Since the calibration of
projectors generates some additional constraints, but also helpful
priors, there is still room for further improvement.
• Dynamic projection mapping is becoming a more and more pop-

ular field of research (Section 3.2). Especially with the current
development of high-speed projectors and the availability of fast
cameras, we might just experience be the beginning of a grow-
ing area of real-time augmentation systems. We need further re-
search to realize augmentations for more complex dynamic sur-
faces.
• Radiometrical control of projector-camera systems in several ar-

eas is summarized in Section 3.3. It is also profiting from new
hardware devices allowing to more accurately reproduce and
thus control colors, in the spatial as well as in the spectral do-
main. It is also a challenging issue to control the colors of non-
lambertian surfaces.

As already noticed, many physical limitations of projectors cannot
be overcome by algorithms alone, but also require modifications
and research on the hardware side. Recent new projection hardware
developments and the according computations will be summarized
in the following section.

4. Hardware

Conventional projection devices and their optical system are gen-
erally designed to maximize the projected image quality for a
flat, non-textured, and perfectly Lambertian surface. The software-
based solutions described in Section 3.3 have been proposed to im-
prove the visual quality when projecting onto imperfect surfaces,
but algorithmically this is only possible up to a limited extent. Such
technical limitations stemming from the projector hardware were
already pointed out in a state-of-the-art report presented in 2007
[BIWG08]. The following section describes technologies that go
beyond algorithmic improvements to further improve the projected
image quality for arbitrary surfaces by applying an emerging ap-
proach, Computational Projection Displays—a joint design of dis-
play hardware, optics and computational algorithms [MWDG13].

4.1. High Dynamic Range Projection

The dynamic range or contrast of a projection display is defined as
the ratio of the maximum to minimum luminance. The range of lu-
minance values in the real world is extremely wide (> 1,000,000),
from an outdoor scene in sunshine to an indoor scene under a candle
light. Consequently, a high dynamic range (HDR) representation
would be required to realistically render and display both natural
and computer generated images. However, current projectors, ex-
cept for laser-based devices, can support only a significantly limited
dynamic range; i.e., a simultaneous in-scene contrast is typically
limited to the range of between 1,000:1 and 6,000:1 [DBK∗15].
Note that this section discusses the simultaneous dynamic range
that is achieved without additional mechanical adjustments, such
as auto-iris aperture control, which globally brightens or darkens
all the pixels in a projection image and does not change the con-
trast within a single image. Several solutions have been presented to
overcome the contrast limitations. They can mainly be subdivided
into methods trying to achieve that goal by reducing the black-level
and hardware which locally amplifies the amount of photons. We
will discuss them in the following paragraphs.

HDR projection has been achieved by applying the double mod-
ulation principle, by which the emission of a light source is spa-
tially modulated twice at cascaded light blocking spatial light mod-
ulators (SLMs), e.g., a digital micromirror device (DMD) or a liq-
uid christal display (LCD), to reduce the luminance of dark pix-
els (or black level while maintaining those of bright pixels. Re-
searchers proposed several double modulation methods so far such
as applying two LCD panels, and these successfully increased
the dynamic range of a projected image by significantly lower-
ing the black level luminance which is perceived when display-
ing zero intensity values (for more details, see a state-of-the-art re-
port [BIWG08]). Recent works applied dual LCoS (Liquid crystal
on silicon) designs [HWR14, HLR∗14]. However, these methods
do not increase the peak luminance at the same time, which is one
of the essential perceptual attributes of realistic image appearance.

Recently, a novel, energy efficient, double modulation method
was proposed, where the first modulator unevenly reallocates the
light from the light source onto the second modulator such that
light energy gathers on bright parts of a projection image while
it scatters on dark parts without decreasing the total light energy.
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Figure 5: Examples of HDR projections. Top Row: 3D HDR representation by modulating the surface reflectance using a full color 3D
printer and combining it with registered, spatially modulated projected light [SIS11]. Middle Row: HDR projection systems based on dy-
namic spatially varying light reallocation [DBK∗14]. Bottom row: Superimposing registered video projectors with galvanoscopic laser
projection devices enable the generation of local HDR projection effects [WG16, PWG17]. The physical limitations of the galvanoscopic
mirror movement such as maximum speed and inertia are the main limiting factors of the latter.

The second modulator then forms the final projection image. Two
types of light modulators have been applied as the light realloca-
tor. The first one is an analogue mirror array (AMA) that consists
of two-dimensionally aligned pan-tilt MEMS mirrors [HSHF10].
Since each mirror of an AMA independently controls the direc-
tion of light, energy from the light source is spatially reallocated
onto the DMD used as the second light modulator. The second
configuration uses a phase modulator or freeform lensing approach
[DBK∗14,DBK∗15,DGH16]. Here the original light energy is real-
located based on a dynamic goal-based caustics principle [PJJ∗11]
that gathers and disperses light using spatially-varying diffraction
patterns. Therefore an LCoS was applied as a phase modulator
in [DGH16]. The big advantage of the latter, light-reallocating dou-
ble modulation methods is the significantly limited light loss and
the extremly high local intensities which can be generated by fo-
cusing all available light onto a single pixel region. However, this

also generates difficulties on the content generation side since with
that approach, a specific light budget needs to be intelligently dis-
tributed spatially as well as temporally to generate a consistent vi-
sual impression without flickering. Sample prototypes are shown in
the center of Figure 5.

Even when an ideal projector with infinite dynamic range is ap-
plied, environmental light and/or global illumination effects such
as inter-reflection increases the reflected black level which conse-
quently decreases the dynamic range of the projection. In particu-
lar, it is natural to assume that many projection mapping applica-
tions are run with a small amount of environment light contribution
and non-flat, concave surfaces might be used as projection targets.
Therefore, increasing the dynamic range of a projector is not suffi-
cient, but the whole projection system including the surface must be
optimized. To this end, researchers have proposed to spatially mod-
ulate the reflectance pattern of a projection surface to suppress the
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Figure 6: Examples of high-speed projection devices. Top Row: High-speed low latency projection system combining a normal projector
and a dual-axis scanning mirror galvanometer system enabling the augmentation of the ping pong ball without any perceived lagging
[OOI12, LUM]. Bottom Row: In this comparison between a normal 30 Hz and a 1,000 Hz projector the effect of the limited image refresh
rate is demonstrated by these three images taken in rapid succession: The low frame rate projector still displays the same image while the
red ball falls down [WNT∗15, DYNb].

elevation of black level [BI08, SIS11, JSB∗15, ITHS14] (cf. Figure
5, upper row). More specifically, the luminance of a projected light
is theoretically computed as the multiplication of the reflectance of
a surface and the incident light illuminance. Therefore, it is pos-
sible to avoid undesirable black level elevation by decreasing the
reflectance at a place where dark image should be displayed.

Bimber and Iwai proposed to use printed media including an e-
ink display for the reflectance modulation [BI08]. This was also
extended to static 3D surfaces by applying a full-color 3D printer
[SIS11]. Because these methods applied static or almost static re-
flection media, dynamic image contents such as movies are not suit-
able. Jones et al. proposed to optimize the surface reflectance pat-
tern to display a short periodic movie sequence in HDR [JSB∗15].
A dynamic modulation of the reflectance pattern was also inves-
tigated by Iwai et al. who proposed to cover the projection sur-
face with a photochromic material such that the surface reflectance
can be spatiotemporally controlled by applying UV illumination
[ITHS14].

Another alternative approach to generate local HDR effects can
be achieved using galvanoscopic laser projectors. However, since
they require physical mirror movement, the amount of displayable
content without the perception of flickering is significantly limited.
A method is presented to optimize the spatio-temporal scanning
order and speed of such laser-projected point sequences to increase
the number of displayable points [WG16]. The same hardware was
used to also generate a photometrically calibrated and consistent
combined video-laser-projector system [PWG17] as shown in the
bottom of Figure 5.

4.2. High Speed Projection

High speed projection systems enabling a much higher frame rate
than a normal video rate (e.g., 60 Hz) are required in low latency
scenarios. It has been achieved using DLP projectors that repre-
sent an 8-bit pixel intensity by controlling a MEMS mirror flip se-
quence, whether it reflects a light from a light source to the ob-
jective lens or not, at thousands of frames per second. Research
in the early stage focused on a real time shape measurement of
a moving object by high speed spatial code projection or imper-
ceptible code embedding in the context of optical communication
(for more details, see a state-of-the-art report [BIWG08]). Recently,
such high speed binary projection is applied to adaptive car head-
lights which can avoid rain drop reflection and beaming to oncom-
ing vehicle [TNC∗14].

Currently, researchers focus more on high speed projection of
meaningful images for humans in the context of dynamic projection
mapping than binary pattern projection for machines. Dynamic pro-
jection mapping, in which a moving object is visually augmented
by a projected imagery, was already described in Section 3.2, but in
this section we will focus on it from a hardware perspective. Pro-
jection mapping applications generally require a precise alignment
between a projected image and a physical surface. Even a small
misalignment is salient, and thus, causes a significant degradation
of the sense of immersion. This requirement becomes significantly
more rigorous in dynamic projection mapping scenarios, in which
a slight temporal delay of an even geometrically perfectly aligned
projection causes a noticeable misalignment. For example, Ng et
al. investigated the noticeable shortest latency for a touch panel in-
terface [NLW∗12]. They showed that participants perceived a mis-
alignment when the latency between touch input and the display of
this visual feedback on the touch position was greater than 6.04 ms.
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This maps to a minimum desired frame rate of approx. 165 Hz and
challenging latency requirements.

Recently two solutions have been presented to overcome this la-
tency issue (cf. Figure 6). First, the direction of an image from
a normal projector is rapidly controlled using a dual-axis scan-
ning mirror galvanometer system to project images onto a moving
surface without perceivable delays [OOI12, SOI15]. However, the
frame rate of the projector is about 60 Hz and cannot interactively
update the projected image content according to the movement of
the surface without noticeable latency. Therefore, this method as-
sumed that the perspective projection of the surface on the pro-
jector’s image plane does not change while projecting, and conse-
quently, the surface geometry is limited to simple shapes such as a
sphere.

The second solution is to apply high-speed projectors that can
display 8-bit images at several hundreds frames per second with
low latencies. Watanabe et al. developed a projection device that
has the ability to project 8-bit monochrome images at a frame rate
of up to 1,000 Hz [WNT∗15]. To achieve the 1,000 Hz projec-
tion, the DMD’s mirror flip pattern as well as temporally adapt-
ing LED intensities are used. Combined with a high speed camera
(1,000 FPS) this projector is able to achieve a dynamic projection
mapping onto rigid and deformable surfaces without noticeable
misalignments [NWI15, NWI17, WKi17]. Kagami and Hashimoto
achieved to “stick” a meaningful image onto a planar surface using
a customized high-speed procams [KH15]. Bermano et al. applied
high speed procams to human face augmentation [BBIG17] (see
Section 3.2). For the latter, a commercially available 480 Hz pro-
jector was used. When handheld or wearable projectors are used,
the projectors rather than target surfaces move. Regan and Miller
proposed a technique to reduce motion blur artifacts in such sit-
uations using a high speed projector [RM17]. Such systems have
also been used in the fields of virtual and augmented reality other
than projection mapping, where researchers have tried to minimize
latency [LBS∗16, ZWL∗14].

4.3. High Resolution Projection

It is highly demanded to realize a high resolution projection since,
due to the high spatial resolution of the human eye, an apparent pro-
jected pixel quickly is recognized as a rectangular shape in projec-
tion mapping applications where the viewing distance is sometimes
very short. There are two main approaches to accomplish this goal:
(1) using multiple projectors to generate a higher resolution, or (2)
realizing this task with a single projector. Figure 7 shows examples
of high resolution projection systems.

In a multi-projector approach, a traditional method is to tile mul-
tiple projected images. Several techniques have been proposed to
make overlapping areas and differences of luminance and chromi-
nance visually imperceptible among multiple overlapping projec-
tors. We recommend readers interested in these techniques to re-
fer to a book [MB07]for more details. Considering the spatially-
varying property of the retinal acuity of the human vision, another
tiling method applies two projectors: one for the sharp central vi-
sion, and the other for the peripheral vision [IKS15]. The former
is a narrow but high resolution projector whose projected area is

moved by a pan-tilt mirror within the projected area of the lat-
ter projector that has a wider projection area but lower resolution.
Projection-based super resolution approaches have also been inves-
tigated by several groups [DVC09, AYL∗12, OWD09]. Projected
images are superimposed onto each other in such a way that the
images are slightly shifted with respect to each other by offsets
smaller than one pixel width. Optimization techniques such as a
least squares method are applied to compute each projected image
to achieve a high resolution target. Because of the subpixel offsets,
the super resolution approach can display significantly higher spa-
tial resolution than a single projector. However, due to the additive
nature of projected images (i.e., there is no negative light), there is
a theoretical limit in the achievable resolution [OWD09] and the re-
quired highly accurate calibration is cumbersome and hard to main-
tain.

In contrast to the latter approach, a single-projection approach
applies multiple spatial light modulators or special optics within a
single projector to achieve higher resolution than a normal projec-
tor. Wobulation is one of the pioneering techniques, which shifts
the DMD half a pixel at successive frames so that two slightly
shifted images are overlapped [AU05]. Because the frame rate of
the projector is 120 Hz, two overlapped images are not perceived
as separate images. This technique can be regarded as a super res-
olution approach in a temporal domain and is now being used
as a standard method for consumer-grade 4K projection systems
[TIDb, TIDa, opt].

Another super resolution approach combines two cascaded spa-
tial light modulators that are slightly shifted to achieve a high res-
olution image projection [HWR14, HLR∗14]. While the so-called
wobulation is an additive super resolution technique, this cascaded
display technique is a multiplicative super resolution approach and
achieves theoretically significantly higher resolution. Special op-
tical elements have been also applied to realize high resolution
projections. For example, the “half a pixel offset” can be optically
achieved using shifting lenses [SQLI∗13]. As another method, op-
tical pixel sharing technique enhances the resolution using smaller
pixels at specific regions of interest like edges [SGM12]. A target
high resolution image is first decomposed into a high resolution
but sparse edge image, and a complementary lower resolution non-
edge image. These image pairs are then projected in a time sequen-
tial manner at 120 Hz to create an edge-enhanced image, i.e., an
image where the pixel density is not uniform but changes spatially.

4.4. Increasing Focal Depth

Projectors are inherently designed with a large aperture to minimize
the loss of light emitted from the light source. However, this optical
design leads to a shallow depth of focus (DOF). Consequently, an
image projected on a surface with large depth variance can become
blurred quickly. Therefore, extending DOF of projectors is highly
demanding issue especially in dynamic projection mapping appli-
cations where projection objects and/or projectors are moving in
large spaces. Previous techniques fall into two categories: single-
projector and multi-projector approaches.

Single-projector approaches digitally sharpen original images
before projection so that an optically defocused projection closely
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Figure 7: Examples of high resolution projection systems. Left: Super resolution projection by overlapping multiple projectors [AYL∗12].
Middle: A custom high resolution projector with two cascaded spatial light modulators laterally shifted each other regarding the optical
axis [HLR∗14]. Right: Optical pixel sharing technique where a high resolution edge image and complementary lower resolution image are
displayed in a time sequential manner at a high frame rate (i.e., 120 Hz) [SGM12].

approximates the original (i.e., unblurred) image. Defocus blur of
a projected image is explained mathematically as the convolution
of a PSF (point spread function) and the original image. If the
PSF of a projector on an object’s surface is estimated correctly,
a defocus-free image can be displayed by digitally correcting the
original image using a deconvolution method, such as the Wiener
filter [BSC06]. Zhang and Nayar formulated image correction as
a constrained optimization problem [ZN06]. However, as summa-
rized in a state-of-the-art report [BIWG08], such techniques suf-
fer from the loss of high frequency components because PSFs
of normal projectors are generally low pass filters. In the last 10

Figure 8: Example of extended DOF projection based on the focal
sweep technique [IMS15]. Upper left: A prototype system. Lower
left: Projection environment. Right: Projected results of a typical
projection (upper) and focal sweep projection (lower), respectively.

years, new optical designs have been introduced to enhance the
performance of extending the DOF of a projector. For example,
researchers apply coded apertures that have two-dimensional com-
plex patterns instead of an ordinary circular aperture to make the
PSFs more broadband [GWGB10, MSD∗13]. Another strategy is
to apply a focus tunable lens (FTL) to sweep the focusing dis-
tance through the scene to make the PSF invariant to scene depths
[IMS15] (Figure 8).

As a pioneering work of the multi-projector approach, Bimber
and Emmerling realize multifocal projection using multiple projec-
tors each with a focal plane at a unique distance [BE06]. For each
point on a projection surface, they selected an optimal projector that
could display the sharpest image at that spatial point location. Their
multi-projector approach does not require deconvolution. However,
when an object moves, it does require the projection of spatial pat-
tern images on the surface to estimate PSFs from every projector.
In addition, the black level rises with each superimposed projec-
tion. Nagase et al. proposed a model-based method that can select
the optimal projector for each surface point even when the surface
moves [NIS11]. This is achieved by estimating PSFs from geomet-
ric information, such as the shape of the surface and the relative
pose of the surface to projectors. Multi-projector system with focal
sweep technique realized a wide field-of-view and extended DOF
projection [NHT13]. A more general solution is to apply a multi-
projector light transport matrix that models the influence of each
projector pixel on a camera image that is regarded as an observed
image [WB07, AYL∗12, BBG∗13]. Each projector image can be
determined by computing the inverse light transport matrix.

4.5. Light Field Projection

Glasses-free 3D or light field projection systems, which provide
physically correct views for a wide range of perspectives where
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Figure 9: Examples of light field projection. Upper: Light field projection mapping with multiple projectors projecting view dependent
graphics from various directions onto an object on which a retro-reflective material is painted [AM15] c©Eurographics Association 2015.
Lower left: Compressive light field projection system with a single projector consisting of two SLMs and a angle-expanding screen (right
images are a displayed result captured from different directions) [HWR14]. Lower right: Light field display with a unidirectional diffuser
onto which multiple projectors project view dependent graphics from various directions [JUN∗15].

observers do not need to wear special glasses, have been investi-
gated throughout the last century. Although most of the systems
apply integral imaging or parallax barriers, there is a fundamental
and critical limitation in these principles—the loss of spatial reso-
lution and light throughput. Several solutions have been proposed
to overcome the resolution limits in the last decade (Figure 9).

Multiple projectors are combined with front or rear projec-
tion lenticular screens [MP04, Hsu08] or unidirectional diffusers
[BKB07, Yos15, JUN∗15]. In these systems, the number of projec-
tors roughly matches the number of view directions. Instead of the
flat screens, a non-planar surface on which retro-reflective mate-
rial is painted is also used as a projection object [AM15]. When
multiple projectors illuminate the object from different directions,
view-dependent colors or anisotropic BRDF representation can be
observed on it. Jurik et al. proposed a different principle where no
projection screen is used but each projector of a projector array
represents a pixel that emits view dependent colors [JJBD11].

In addition to the multi-projection approaches, single-projection
solutions have also been proposed, which achieve light field projec-
tions with fewer components. For example, researchers proposed
to use an array of LEDs that time-sequentially illuminate a digital
micromirror device (DMD) from different directions for different
viewing directions at a high-speed [BMR∗10, MBR∗10]. The pro-
jected images then illuminate a rear projection screen with micro-
optical features, which is mechanically translated to control the
propagation direction of the images. A compressive light field pro-
jection system was also proposed [HWR14]. The system consists

of a high-speed, LCoS-based dual layer light field projector and a
passive angle-expanding screen. Non-negative light field factoriza-
tion is applied to decompose an original light field for the LCoS
panels.

4.6. Multispectral projection

Current three color channel, i.e., RGB, projectors can only repro-
duce limited color spaces. Improving the color gamut has been an
active research topic in projection display design over decades. Pi-
oneering multi-primary designs increase the number of color pri-
maries either using grating (7 primaries) [AOYO99] or color fil-
ters [AOYO00] (6 primaries) for a larger color gamut.

While the spectral power distributions of the primaries in the
early systems are fixed, recent works apply adaptive color pri-
maries for multispectral projections for better color reproduc-
tion and higher light throughput. Various adaptive color primaries
have been investigated such as LEDs [KYS∗15], a pair of prism
and DMD [RBNB07], a pair of diffraction grating and attenu-
ating mask [MRT08], and a programmable spectral light source
[HIH16]. The main technical issues for these systems are primary
design/selection and gamut mapping. For example, the spectral
power distributions of primaries are designed to cover those of
real world objects registered in a reflectance database, and then the
gamut mapping is solved by a least squares algorithm [HIH16].
In another work, both primary selection and gamut mapping are
jointly solved by non-negative matrix factorization that decom-
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Figure 10: Multispectral projection system using superim-
posed projectors with varying wide-band spectral color filters.
[LMLG15]. In comparison with a standard LCD projector, the
color saturation and color gamut is enhanced.

poses a target image into a set of adaptive color primaries and cor-
responding pixel values [KYS∗15].

The works described above basically apply narrow band pri-
maries to improve the color gamut. However, while these reproduce
an acceptable metameric spectrum as perceived by the CIE stan-
dard observer, it is generally a low fidelity approximation of the
real spectrum which is not correct for other observers. Li et al. take
an opposite strategy, i.e., explore the use of wide band primaries for
accurate spectral reproduction [LMLG15] (cf. Figure 10). In addi-
tion to the lower spectral mismatch, the wide band primaries have
higher light throughput than narrow ones making the system more
efficient.

4.7. Summary

This section described computational projection display technolo-
gies to overcome technical limitations stemming from projector
hardware and improve projected image quality for arbitrary, im-
perfect surfaces beyond the capability of algorithmic solutions. We

summarize the state-of-the-art technologies introduced in this sec-
tion, and point out the avenues of future directions of the field.

• HDR projection was achieved by either dual modulation or re-
allocation of light source (Section 4.1). In addition, upcoming
laser projector technologies theoretically provide infinite dy-
namic range. On the other hand, environmental light is critical;
i.e., the HDR is achieved only in a dark room. The current sur-
face reflectance modulation techniques overcome the limitation
as long as a static image is displayed.

• High speed and low latency projection systems have emerged
very recently, which provide more natural augmentation in dy-
namic projection mapping and interactive systems than conven-
tional projectors (Section 4.2). It is still an ongoing research is-
sue to efficiently render and transfer projection images to mini-
mize perceivable latencies.

• High resolution projection was achieved by subpixel shift of
multiple image planes which are overlapped each other on a sur-
face (Section 4.3). A remaining technical challenge is to avoid
contrast reduction caused by overlapped multiple non-negative
images. We should also solve the significant reduction of appar-
ent spatial resolution when a user observes a projected surface
very closely, which frequently happens in interactive systems.

• To increase the focal depth, previous techniques compute the in-
verse of the light transport matrix, which is a general representa-
tion of PSF (Section 4.4). A remaining technical problem is the
contrast reduction due to the non-negative nature of projected
light.

• Light field projection was realized by projecting view-dependent
images from different directions onto a screen of a special opti-
cal property such as angle-expanding screen or retro-reflective
surface (Section 4.5). It is still unsolvable to realize a light field
display on normal, real-world surfaces.

• Multispectral projection was achieved by applying more than
three color primaries (Section 4.6). Although these displays can
more accurately reproduce the original colors, the displayed col-
ors are still the approximation of the original spectral distribu-
tions. Full spectral color reproduction within a single projector
setup is a future issue.

5. Applications

Tremendous advancements in the fundamental technologies, such
as geometric calibration and radiometric compensation, have been
expanding the application fields of projection mapping. We intro-
duce recent trends of projection mapping applications based on pro-
cams in the last decade. We cover applications in which geometric
registration and radiometric compensation are core components in
Sections 5.1 and 5.2, respectively. We also introduce industrial and
entertainment applications in Section 5.3.

5.1. Geometric Registration

A projection mapping application based on procams requires the
geometric registration of the projector to a surface. The registra-
tions are achieved either by normal 2D cameras or depth cameras
that measure the surface pose or shape. We introduce application
systems applying 2D cameras, followed by those applying depth
cameras.
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5.1.1. 2D Camera

Researchers proposed a projection-based game environment where
a user can fabricate a game field, whose shape is measured by a
procams for the geometric registration of the projector, and play
with game widgets projected onto the surface [JSC∗10]. Such reg-
istration technology is also installed in a theme park ride where
multiple projectors are precisely registered to non-planar surfaces
and players can change the surface textures with gun-like input
devices [MvBG∗12]. An interactive architectural daylight model-
ing is achieved with movable mockup walls, and projection-based
lighting simulations [SYYC11, NC13]. When a user moves the
walls, the system measures their poses by an overhead camera, and
updates the projected lighting simulation. The same technology is
also used in a projection-based game [DNC12].

Coaxial projector-camera setups are often applied in dynamic
projection mapping applications. Most of these applications apply
an IR camera to avoid interference between projected and cap-
tured images. Narita et al. applied a coaxial procams to augment
deformable surfaces to support fabric design [NWI17]. They used
an infrared ink that is visible by an IR camera, while being invis-
ible to human eyes. A coaxial setup is also applied to augment
human faces and achieve dynamic makeups [BBIG17]. It is also
used to augment human hands to change their colors or textures
to change the haptic perceptions such as softness [PIS15b] and
heat [HIY∗14], leveraging the crossmodal effects. Willis et al. as-
semble a handheld projector that can project IR and visible images
from the same projection lens for displaying IR AR markers and
visible images at the same time [WPHM11]. Multi-projection ap-
plications were achieved in which each projector projects unique
ID by IR light sources while displaying visible images which inter-
act each other.

5.1.2. Depth Camera

A variety of applications have been proposed for projector-depth
camera systems (pro-dcams). One of the most active research do-
mains of pro-dcams applications is projection mapping games. Sev-
eral types of game platforms have been developed, such as extend-
ing the display area of TV games over surfaces around the TV
screen [JBOW13], turning the whole room surface into a game
space either with multiple projectors [JSM∗14] or a steerable pro-
jector [WBIH12], and supporting face-to-face game with 3D virtual
objects [BWZ14].

Pro-dcams have been used to augment real environments as in-
teractive surfaces on which users can manipulate projected infor-
mation such as images by touch actions. For example, researchers
allow a user to directly interact with projected digital images on
a wall and a tabletop using her/his hand [WB10]. Such interac-
tion was also achieved for a handheld projector system as well
[MIK∗12]. Furthermore, the hand and arm of a user were turned
into interactive surfaces [HBW11]. Such a concept was initially
proposed by Yamamoto et al. [YS07], while they used an RGB
camera. The depth camera supports richer touch interactions. Hand
augmentation was also applied to visually guide a hand move-
ment [SBW12].

Other researchers proposed to support sculpting by measuring

the shape of a sculpted clay using the depth camera and visualizing
the shape difference between the target and current shapes directly
on the surface [RAD12].

5.2. Radiometric Compensation

Radiometric compensation (RC) allows the display of desired col-
ors on arbitrary surfaces that have spatially-varying reflectance
properties. Grundhöfer et al. proposed to turn everyday surfaces
into blue screens by controlling the surface colors for chroma-
keying in video composition [GB08]. Aliaga et al. applied an RC
technique to virtually restoring the color of historically important
objects in projection mapping [ALY08]. Menk et al. applied a
model-based accurate RC technique to the assessment of the ma-
terial appearance design of a car [MJK11,MK13,MK10]. The face
expression of an animatronic avatar was manipulated by projection
mapping where the texture of the face was altered by compensat-
ing the surface reflectance, inter-reflection, and subsurface scatter-
ing [BBG∗13].

RC has been also applied in interactive applications. It was
applied to make physical documents/books pseudo-transparent to
support document search on a physical desktop [IS11]. The pseudo-
transparent effect was achieved by changing the colors of a docu-
ment placed on the top of a document stack from the original tex-
ture to those of lower layer documents. The same group also ap-
plied an RC technique to optically embed graphical information in
shadows [IIS14]. Two images are projected from front and rear pro-
jectors onto a surface and overlaid onto each other. When a user’s
hand approaches the surface, a part of the front projection is oc-
cluded and the rear projection image appears. An RC technique
is used to display different image contents for shadow and non-
shadow areas. Amano et al. applied an RC to build a tool to sup-
port visually impaired people [AK10a]. The tool rotates the hue of
a printed information by projection mapping so that visually im-
paired people can perceive them.

5.3. Industrial and Entertainment Applications

Procams are used for several industrial applications. When com-
bined with accurate tracking, the projected optical superposition
can be a helpful tool for construction, inspection work and report-
ing [SPHK08]. Several companies offer ready-to-use procams sys-
tems for such tasks [DIO, EXT]. The value of projection mapping
as a collaborative design tool for architectural design was inves-
tigated [CL17]. Its impact on tourism marketing is also discussed
[PP16].

Projection mapping became widely popular within the entertain-
ment industry. Besides building projections, which have nowadays
probably been seen by almost anyone in the world, attempts were
made to integrate projections into theatrical stages, music concerts
and sports stadiums [AN13].

6. Conclusion

This report covered the recent advances in the research fields re-
lated to projection mapping applications. We summarized the novel
enhancements to simplify the 3D geometric calibration task which
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Table 1: Potential remaining issues for future research.

Topic (Section no.) Issue
Geometric calibration (3.1) Full online-self calibration

Algorithms Dynamic projection mapping (3.2) Dynamic full body augmentations
Radiometric control (3.3) More accurate control for non-lambertian surfaces

High dynamic range projection (4.1) Dynamic HDR under environmental light
High speed projection (4.2) Efficient rendering and data transferring

Hardware High resolution projection (4.3) Dealing with close-up situations in interactive systems
Increasing focal depth (4.4) Avoiding contrast reduction
Light field projection (4.5) Light field manipulation on arbitrary surfaces

Multispectral projection (4.6) Full spectral color reproduction by a single projector

now can be reliably carried out either interactively or fully auto-
mated using adapted self-calibration methods. Furthermore, the im-
provements regarding radiometric and photometric calibration and
compensation as well as the neutralization of global illumination
effects were summarized. Innovations on the hardware side were
also introduced in the latter part of the report. We covered recent
technologies improving the dynamic range, frame rate, spatial res-
olution, and DOF. We also introduced the attempts for light field
and multispectral projections.

Table 1 summarizes remaining technical problems which we be-
lieve determine the research issues in the next decade (also see Sec-
tions 3.4 and 4.7). The use of active materials such as photochromic
inks as projection surfaces might be one of the first publications of a
hopefully growing new research direction [ITHS14, TIS16]. It was
shown how the screen structure can be modified to increase contrast
and brightness in a desired, directional way [PWJ∗17]. Related to
that, Mine et al. [MIHS17] recently showed how light can be real-
located when projecting onto a non-planar rear-projection surface
such that a uniform pixel density is preserved. This research shows
that there seems to be a new upcoming research trend on computa-
tional projection surfaces.

In summary, we think that the future research of projection map-
ping will even more rely on the combination of a variety of different
disciplines. In particular, since the projection hardware is limited
within multidimensional aspects ranging from diffraction effects
and bandwidth problems if the pixels count increases further, to
energy efficiency in general, frame-rate, as well as lens quality and
light throughput. Since overcoming these limitations will become
more and more complicated, joint efforts in combining material and
optics research, getting a better in-depth understanding of human
visual perception, efficiently use real-time graphics and applying
efficient mathematical methods might allow us to further improve
the quality of projections systems.

7. Acknowledgments

This work was supported by JSPS KAKENHI Grant Number
JP15H05925, JP17H04691.

References
[AIS15] ASAYAMA H., IWAI D., SATO K.: Diminishable visual mark-

ers on fabricated projection object for dynamic spatial augmented real-
ity. In SIGGRAPH Asia 2015 Emerging Technologies (New York, NY,

USA, 2015), SA ’15, ACM, pp. 7:1–7:2. doi:10.1145/2818466.
2818477. 5

[AIS18] ASAYAMA H., IWAI D., SATO K.: Fabricating diminishable
visual markers for geometric registration in projection mapping. IEEE
Transactions on Visualization and Computer Graphics 24, 2 (Feb 2018),
1091–1102. doi:10.1109/TVCG.2017.2657634. 5

[AK10a] AMANO T., KATO H.: Appearance control by projector camera
feedback for visually impaired. In 2010 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition - Workshops (June
2010), pp. 57–63. doi:10.1109/CVPRW.2010.5543478. 16

[AK10b] AMANO T., KATO H.: Appearance control using projection
with model predictive control. In Pattern Recognition (ICPR), 2010 20th
International Conference on (Aug 2010), pp. 2832–2835. doi:10.
1109/ICPR.2010.694. 9

[ALY08] ALIAGA D. G., LAW A. J., YEUNG Y. H.: A virtual restoration
stage for real-world objects. ACM Trans. Graph. 27, 5 (Dec. 2008),
149:1–149:10. doi:10.1145/1409060.1409102. 16

[AM15] AMANO T., MINAMI K.: Structural color display on retro-
reflective objects. In ICAT-EGVE 2015 - International Conference on Ar-
tificial Reality and Telexistence and Eurographics Symposium on Virtual
Environments (2015), The Eurographics Association. doi:10.2312/
egve.20151308. 14

[Ama12] AMANO T.: Shading illusion: A novel way for 3-d representa-
tion on paper media. In Computer Vision and Pattern Recognition Work-
shops (CVPRW), 2012 IEEE Computer Society Conference on (June
2012), pp. 1–6. doi:10.1109/CVPRW.2012.6239192. 9

[Ama13] AMANO T.: Projection based real-time material appearance
manipulation. In Computer Vision and Pattern Recognition Workshops
(CVPRW), 2013 IEEE Conference on (June 2013), pp. 918–923. doi:
10.1109/CVPRW.2013.135. 9

[Ama14] AMANO T.: Projection center calibration for a co-located pro-
jector camera system. In Computer Vision and Pattern Recognition
Workshops (CVPRW), 2014 IEEE Conference on (June 2014), pp. 449–
454. doi:10.1109/CVPRW.2014.72. 9

[AN13] ARMITAGE J. L., NG K.: Augmented opera performance. In In-
formation Technologies for Performing Arts, Media Access, and Enter-
tainment: Second International Conference, ECLAP 2013, Porto, Por-
tugal, April 8-10, 2013, Revised Selected Papers, Nesi P., Santucci R.,
(Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 2013, pp. 276–
287. doi:10.1007/978-3-642-40050-6_24. 16

[AO09] AUDET S., OKUTOMI M.: A user-friendly method to geometri-
cally calibrate projector-camera systems. In Computer Vision and Pat-
tern Recognition Workshops, 2009. CVPR Workshops 2009. IEEE Com-
puter Society Conference on (June 2009), pp. 47–54. doi:10.1109/
CVPRW.2009.5204319. 3

[AOYO99] AJITO T., OBI T., YAMAGUCHI M., OHYAMA N.: Multi-
primary color display for liquid crystal display projectors using diffrac-
tion grating. Optical Engineering 38, 11 (1999), 1883–1888. doi:
10.1117/1.602276. 14

c© 2018 The Author(s)
Computer Graphics Forum c© 2018 The Eurographics Association and John Wiley & Sons Ltd.

http://dx.doi.org/10.1145/2818466.2818477
http://dx.doi.org/10.1145/2818466.2818477
http://dx.doi.org/10.1109/TVCG.2017.2657634
http://dx.doi.org/10.1109/CVPRW.2010.5543478
http://dx.doi.org/10.1109/ICPR.2010.694
http://dx.doi.org/10.1109/ICPR.2010.694
http://dx.doi.org/10.1145/1409060.1409102
http://dx.doi.org/10.2312/egve.20151308
http://dx.doi.org/10.2312/egve.20151308
http://dx.doi.org/10.1109/CVPRW.2012.6239192
http://dx.doi.org/10.1109/CVPRW.2013.135
http://dx.doi.org/10.1109/CVPRW.2013.135
http://dx.doi.org/10.1109/CVPRW.2014.72
http://dx.doi.org/10.1007/978-3-642-40050-6_24
http://dx.doi.org/10.1109/CVPRW.2009.5204319
http://dx.doi.org/10.1109/CVPRW.2009.5204319
http://dx.doi.org/10.1117/1.602276
http://dx.doi.org/10.1117/1.602276


A. Grundhöfer & D. Iwai / Recent Advances in Projection Mapping Algorithms,Hardware and Applications

[AOYO00] AJITO T., OBI T., YAMAGUCHI M., OHYAMA N.: Expanded
color gamut reproduced by six-primary projection display. Proc. SPIE
3954 (2000), 130–137. doi:10.1117/12.383364. 14

[ASUK14] AMANO T., SHIMANA I., USHIDA S., KONO K.: Suc-
cessive wide viewing angle appearance manipulation with dual pro-
jector camera systems. In ICAT-EGVE 2014 - International Confer-
ence on Artificial Reality and Telexistence and Eurographics Sympo-
sium on Virtual Environments (2014), The Eurographics Association.
doi:10.2312/ve.20141364. 9

[AU05] ALLEN W., ULICHNEY R.: 47.4: Invited paper: Wobulation:
Doubling the addressed resolution of projection displays. SID Sym-
posium Digest of Technical Papers 36, 1 (2005), 1514–1517. doi:
10.1889/1.2036298. 12

[AYL∗12] ALIAGA D. G., YEUNG Y. H., LAW A., SAJADI B., MA-
JUMDER A.: Fast high-resolution appearance editing using superim-
posed projections. ACM Trans. Graph. 31, 2 (Apr. 2012), 13:1–13:13.
doi:10.1145/2159516.2159518. 12, 13

[BBG∗13] BERMANO A., BRÜSCHWEILER P., GRUNDHÖFER A., IWAI
D., BICKEL B., GROSS M.: Augmenting physical avatars using
projector-based illumination. ACM Trans. Graph. 32, 6 (Nov. 2013),
189:1–189:10. doi:10.1145/2508363.2508416. 5, 6, 13, 16

[BBIG17] BERMANO A. H., BILLETER M., IWAI D., GRUNDHÖFER
A.: Makeup lamps: Live augmentation of human faces via projection.
Computer Graphics Forum 36, 2 (2017), 311–323. doi:10.1111/
cgf.13128. 6, 7, 12, 16

[BE06] BIMBER O., EMMERLING A.: Multifocal projection: a mul-
tiprojector technique for increasing focal depth. IEEE Transactions
on Visualization and Computer Graphics 12, 4 (July 2006), 658–667.
doi:10.1109/TVCG.2006.75. 13

[BGZ∗06] BIMBER O., GRUNDHÖFER A., ZEIDLER T., DANCH D.,
KAPAKOS P.: Compensating indirect scattering for immersive and semi-
immersive projection displays. In IEEE Virtual Reality Conference (VR
2006) (March 2006), pp. 151–158. doi:10.1109/VR.2006.34. 8

[BI08] BIMBER O., IWAI D.: Superimposing dynamic range. ACM
Trans. Graph. 27, 5 (Dec. 2008), 150:1–150:8. doi:10.1145/
1409060.1409103. 11

[BIWG08] BIMBER O., IWAI D., WETZSTEIN G., GRUNDHÖFER A.:
The visual computing of projector-camera systems. Computer Graphics
Forum 27, 8 (2008), 2219–2245. doi:10.1111/j.1467-8659.
2008.01175.x. 2, 6, 9, 11, 13

[BKA∗11] BIMBER O., KLOECK D., AMANO T., GRUNDHÖFER A.,
KURZ D.: Closed-loop feedback illumination for optical inverse tone-
mapping in light microscopy. Visualization and Computer Graphics,
IEEE Transactions on 17, 6 (June 2011), 857–870. doi:10.1109/
TVCG.2010.104. 9

[BKB07] BALOGH T., KOVACS P. T., BARSI A.: Holovizio 3D display
system. In 2007 3DTV Conference (May 2007), pp. 1–4. doi:10.
1109/3DTV.2007.4379386. 14

[BMR∗10] BOGAERT L., MEURET Y., ROELANDT S., AVCI A.,
DE SMET H., THIENPONT H.: Single projector multiview displays:
directional illumination compared to beam steering. Proc. SPIE 7524
(2010), 75241R–75241R–10. doi:10.1117/12.838678. 14

[BR05] BIMBER O., RASKAR R.: Spatial Augmented Reality: Merging
Real and Virtual Worlds. A. K. Peters, Ltd., Natick, MA, USA, 2005. 2

[BSC06] BROWN M. S., SONG P., CHAM T.-J.: Image pre-conditioning
for out-of-focus projector blur. In 2006 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition (CVPR’06) (2006),
vol. 2, pp. 1956–1963. doi:10.1109/CVPR.2006.145. 13

[BWZ14] BENKO H., WILSON A. D., ZANNIER F.: Dyadic projected
spatial augmented reality. In Proceedings of the 27th Annual ACM
Symposium on User Interface Software and Technology (New York,
NY, USA, 2014), UIST ’14, ACM, pp. 645–655. doi:10.1145/
2642918.2647402. 16

[chr] Projection Mapping, Christie Digital Systems, Inc.
https://www.christiedigital.com/emea/business/
products/projector-solutions/projection-mapping.
Accessed: 2017-09-30. 3

[CL17] CALIXTE X., LECLERCQ P.: The interactive projection map-
ping as a spatial augmented reality to help collaborative design: Case
study in architectural design. In Cooperative Design, Visualization,
and Engineering: 14th International Conference, CDVE 2017, Mallorca,
Spain, September 17-20, 2017, Proceedings, Luo Y., (Ed.). Springer In-
ternational Publishing, Cham, 2017, pp. 143–152. doi:10.1007/
978-3-319-66805-5_18. 16

[CMT10] CLOSE B., MCCULLEY D. B., THOMAS B. H.: ARPipes:
Aligning virtual models to their physical counterparts with spatial aug-
mented reality. In 20th International Conference on Artifical Reality and
Telexistence (Adelaide, AU, 2010). 3

[CYXL08] CHEN X., YANG X., XIAO S., LI M.: Color mixing prop-
erty of a projector-camera system. In Proceedings of the 5th ACM/IEEE
International Workshop on Projector Camera Systems (New York, NY,
USA, 2008), PROCAMS ’08, ACM, pp. 14:1–14:6. doi:10.1145/
1394622.1394641. 6

[DAS∗14] DIN I., ANWAR H., SYED I., ZAFAR H., HASAN L.: Pro-
jector calibration for pattern projection systems. Journal of Applied
Research and Technology 12, 1 (2014), 80 – 86. doi:10.1016/
S1665-6423(14)71608-6. 3

[DBK∗14] DAMBERG G., BALLESTAD A., KOZAK E., KUMARAN R.,
MINOR J.: Efficient, high brightness, high dynamic range projec-
tion. In ACM SIGGRAPH 2014 Emerging Technologies (New York, NY,
USA, 2014), SIGGRAPH ’14, ACM, pp. 18:1–18:1. doi:10.1145/
2614066.2614078. 10

[DBK∗15] DAMBERG G., BALLESTAD A., KOZAK E., MINOR J., KU-
MARAN R., GREGSON J.: High brightness HDR projection using dy-
namic phase modulation. In ACM SIGGRAPH 2015 Emerging Tech-
nologies (New York, NY, USA, 2015), SIGGRAPH ’15, ACM, pp. 13:1–
13:1. doi:10.1145/2782782.2792487. 9, 10

[DGH16] DAMBERG G., GREGSON J., HEIDRICH W.: High brightness
HDR projection using dynamic freeform lensing. ACM Trans. Graph.
35, 3 (May 2016), 24:1–24:11. doi:10.1145/2857051. 10

[DIO] Diota. http://www.diota.com/. Accessed: 2017-09-30. 16

[DNC12] DOLCE A., NASMAN J., CUTLER B.: Army: A study of multi-
user interaction in spatially augmented games. In Computer Vision and
Pattern Recognition Workshops (CVPRW), 2012 IEEE Computer Soci-
ety Conference on (June 2012), pp. 43–50. doi:10.1109/CVPRW.
2012.6239198. 16

[DRS12] DRARÉNI J., ROY S., STURM P.: Methods for geometrical
video projector calibration. Machine Vision and Applications 23, 1
(2012), 79–89. doi:10.1007/s00138-011-0322-3. 3

[DVC09] DAMERA-VENKATA N., CHANG N. L.: Display supersam-
pling. ACM Trans. Graph. 28, 1 (Feb. 2009), 9:1–9:19. doi:10.
1145/1477926.1477935. 12

[DYNa] DynaFlash. http://www.inrevium.com/product/
projector/tb-6v-dynaflash.html. Accessed: 2017-09-30. 6

[DYNb] DynaFlash: High-speed 8-bit image projector at 1,000fps
with 3ms delay. https://www.youtube.com/watch?v=
L8kjdObjZpY. Accessed: 2018-01-15. 11

[EXT] EXTEND3D GmbH. http://www.extend3d.de/en/. Ac-
cessed: 2017-09-30. 16

[FST∗14] FUJIMOTO Y., SMITH R. T., TAKETOMI T., YAMAMOTO
G., MIYAZAKI J., KATO H., THOMAS B. H.: Geometrically-correct
projection-based texture mapping onto a deformable object. IEEE Trans-
actions on Visualization and Computer Graphics 20, 4 (Apr. 2014), 540–
549. doi:10.1109/TVCG.2014.25. 6

[GB08] GRUNDHÖFER A., BIMBER O.: Virtualstudio2go: Digital video
composition for real environments. ACM Trans. Graph. 27, 5 (Dec.
2008), 151:1–151:8. doi:10.1145/1409060.1409104. 16

c© 2018 The Author(s)
Computer Graphics Forum c© 2018 The Eurographics Association and John Wiley & Sons Ltd.

http://dx.doi.org/10.1117/12.383364
http://dx.doi.org/10.2312/ve.20141364
http://dx.doi.org/10.1889/1.2036298
http://dx.doi.org/10.1889/1.2036298
http://dx.doi.org/10.1145/2159516.2159518
http://dx.doi.org/10.1145/2508363.2508416
http://dx.doi.org/10.1111/cgf.13128
http://dx.doi.org/10.1111/cgf.13128
http://dx.doi.org/10.1109/TVCG.2006.75
http://dx.doi.org/10.1109/VR.2006.34
http://dx.doi.org/10.1145/1409060.1409103
http://dx.doi.org/10.1145/1409060.1409103
http://dx.doi.org/10.1111/j.1467-8659.2008.01175.x
http://dx.doi.org/10.1111/j.1467-8659.2008.01175.x
http://dx.doi.org/10.1109/TVCG.2010.104
http://dx.doi.org/10.1109/TVCG.2010.104
http://dx.doi.org/10.1109/3DTV.2007.4379386
http://dx.doi.org/10.1109/3DTV.2007.4379386
http://dx.doi.org/10.1117/12.838678
http://dx.doi.org/10.1109/CVPR.2006.145
http://dx.doi.org/10.1145/2642918.2647402
http://dx.doi.org/10.1145/2642918.2647402
https://www.christiedigital.com/emea/business/products/projector-solutions/projection-mapping
https://www.christiedigital.com/emea/business/products/projector-solutions/projection-mapping
http://dx.doi.org/10.1007/978-3-319-66805-5_18
http://dx.doi.org/10.1007/978-3-319-66805-5_18
http://dx.doi.org/10.1145/1394622.1394641
http://dx.doi.org/10.1145/1394622.1394641
http://dx.doi.org/10.1016/S1665-6423(14)71608-6
http://dx.doi.org/10.1016/S1665-6423(14)71608-6
http://dx.doi.org/10.1145/2614066.2614078
http://dx.doi.org/10.1145/2614066.2614078
http://dx.doi.org/10.1145/2782782.2792487
http://dx.doi.org/10.1145/2857051
http://www.diota.com/
http://dx.doi.org/10.1109/CVPRW.2012.6239198
http://dx.doi.org/10.1109/CVPRW.2012.6239198
http://dx.doi.org/10.1007/s00138-011-0322-3
http://dx.doi.org/10.1145/1477926.1477935
http://dx.doi.org/10.1145/1477926.1477935
http://www.inrevium.com/product/projector/tb-6v-dynaflash.html
http://www.inrevium.com/product/projector/tb-6v-dynaflash.html
https://www.youtube.com/watch?v=L8kjdObjZpY
https://www.youtube.com/watch?v=L8kjdObjZpY
http://www.extend3d.de/en/
http://dx.doi.org/10.1109/TVCG.2014.25
http://dx.doi.org/10.1145/1409060.1409104


A. Grundhöfer & D. Iwai / Recent Advances in Projection Mapping Algorithms,Hardware and Applications

[GI15] GRUNDHÖFER A., IWAI D.: Robust, error-tolerant photometric
projector compensation. Image Processing, IEEE Transactions on 24,
12 (Dec 2015), 5086–5099. doi:10.1109/TIP.2015.2478388.
7, 8

[GJnSMCiJ16] GARRIDO-JURADO S., NOZ SALINAS R. M., MADRID-
CUEVAS F., IN JIMÉNEZ M. M.: Simultaneous reconstruction and
calibration for multi-view structured light scanning. Journal of Vi-
sual Communication and Image Representation 39 (2016), 120 – 131.
doi:10.1016/j.jvcir.2016.05.014. 4

[gre] Green Hippo. http://www.green-hippo.com/. Accessed:
2017-09-30. 3

[Gru13] GRUNDHÖFER A.: Practical non-linear photometric projec-
tor compensation. In 2013 IEEE Conference on Computer Vision and
Pattern Recognition Workshops (June 2013), pp. 924–929. doi:10.
1109/CVPRW.2013.136. 7, 8

[GWGB10] GROSSE M., WETZSTEIN G., GRUNDHÖFER A., BIMBER
O.: Coded aperture projection. ACM Trans. Graph. 29, 3 (July 2010),
22:1–22:12. doi:10.1145/1805964.1805966. 13

[GZ13] GARCIA R. R., ZAKHOR A.: Geometric calibration for a multi-
camera-projector system. In Applications of Computer Vision (WACV),
2013 IEEE Workshop on (Jan 2013), pp. 467–474. doi:10.1109/
WACV.2013.6475056. 4

[HBW11] HARRISON C., BENKO H., WILSON A. D.: Omnitouch:
Wearable multitouch interaction everywhere. In Proceedings of the
24th Annual ACM Symposium on User Interface Software and Tech-
nology (New York, NY, USA, 2011), UIST ’11, ACM, pp. 441–450.
doi:10.1145/2047196.2047255. 16

[HIH16] HIRAI K., IRIE D., HORIUCHI T.: Multi-primary image pro-
jector using programmable spectral light source. Journal of the Society
for Information Display 24, 3 (2016), 144–153. SID-09-15-0347.R1.
doi:10.1002/jsid.422. 14

[HIY∗14] HO H.-N., IWAI D., YOSHIKAWA Y., WATANABE J.,
NISHIDA S.: Combining colour and temperature: A blue object is more
likely to be judged as warm than a red object. Scientific Reports 4, 5527
(Jul. 2014). doi:10.1038/srep05527. 16

[HKAJ∗14] HUSSAIN A. J., KNIGHT L., AL-JUMEILY D., FERGUS
P., HAMDAN H.: Block matching algorithms for motion estimation
– a comparison study. In Advances in Signal Processing and Intelli-
gent Recognition Systems, Thampi S. M., Gelbukh A., Mukhopadhyay
J., (Eds.). Springer International Publishing, Cham, 2014, pp. 359–369.
doi:10.1007/978-3-319-04960-1_32. 6

[HKK17] HASHIMOTO N., KOIZUMI R., KOBAYASHI D.: Dynamic
projection mapping with a single IR camera. International Journal of
Computer Games Technology 2017, 4936285 (2017). doi:10.1155/
2017/4936285. 6

[HLR∗14] HEIDE F., LANMAN D., REDDY D., KAUTZ J., PULLI K.,
LUEBKE D.: Cascaded displays: Spatiotemporal superresolution using
offset pixel layers. ACM Trans. Graph. 33, 4 (July 2014), 60:1–60:11.
doi:10.1145/2601097.2601120. 9, 12, 13

[HSHF10] HOSKINSON R., STOEBER B., HEIDRICH W., FELS S.:
Light reallocation for high contrast projection using an analog micromir-
ror array. ACM Trans. Graph. 29, 6 (Dec. 2010), 165:1–165:10. doi:
10.1145/1882261.1866166. 10

[HSM07] HABE H., SAEKI N., MATSUYAMA T.: Inter-reflection com-
pensation for immersive projection display. In 2007 IEEE Confer-
ence on Computer Vision and Pattern Recognition (June 2007), pp. 1–2.
doi:10.1109/CVPR.2007.383473. 8

[Hsu08] HSU F.: Three-dimensional (3D) image projection, Sept. 16
2008. US Patent 7,425,070. URL: http://www.google.ch/
patents/US7425070. 14

[HWR14] HIRSCH M., WETZSTEIN G., RASKAR R.: A compressive
light field projection system. ACM Trans. Graph. 33, 4 (July 2014),
58:1–58:12. doi:10.1145/2601097.2601144. 9, 12, 14

[HZ04] HARTLEY R. I., ZISSERMAN A.: Multiple View Geometry
in Computer Vision, second ed. Cambridge University Press, ISBN:
0521540518, 2004. 3

[IIS14] ISOGAWA M., IWAI D., SATO K.: Making graphical informa-
tion visible in real shadows on interactive tabletops. IEEE Transactions
on Visualization and Computer Graphics 20, 9 (Sept 2014), 1293–1302.
doi:10.1109/TVCG.2014.2316002. 16

[IKS15] IWAI D., KODAMA K., SATO K.: Reducing motion blur artifact
of foveal projection for a dynamic focus-plus-context display. Circuits
and Systems for Video Technology, IEEE Transactions on 25, 4 (April
2015), 547–556. doi:10.1109/TCSVT.2014.2352500. 12

[IMS15] IWAI D., MIHARA S., SATO K.: Extended depth-of-field pro-
jector by fast focal sweep projection. Visualization and Computer
Graphics, IEEE Transactions on 21, 4 (April 2015), 462–470. doi:
10.1109/TVCG.2015.2391861. 13

[IS11] IWAI D., SATO K.: Document search support by making physical
documents transparent in projection-based mixed reality. Virtual Reality
15, 2-3 (2011), 147–160. doi:10.1007/s10055-010-0159-5.
16

[ITHS14] IWAI D., TAKEDA S., HINO N., SATO K.: Projection screen
reflectance control for high contrast display using photochromic com-
pounds and uv leds. Opt. Express 22, 11 (Jun 2014), 13492–13506.
doi:10.1364/OE.22.013492. 11, 17

[JBOW13] JONES B. R., BENKO H., OFEK E., WILSON A. D.: Illu-
miroom: Peripheral projected illusions for interactive experiences. In
Proceedings of the SIGCHI Conference on Human Factors in Comput-
ing Systems (New York, NY, USA, 2013), CHI ’13, ACM, pp. 869–878.
doi:10.1145/2470654.2466112. 16

[JJBD11] JURIK J., JONES A., BOLAS M., DEBEVEC P.: Prototyping a
light field display involving direct observation of a video projector array.
In Computer Vision and Pattern Recognition Workshops (CVPRW), 2011
IEEE Computer Society Conference on (June 2011), pp. 15–20. doi:
10.1109/CVPRW.2011.5981693. 14

[JSB∗15] JONES B. R., SODHI R., BUDHIRAJA P., KARSCH K., BAI-
LEY B., FORSYTH D.: Projectibles: Optimizing surface color for pro-
jection. In Proceedings of the 28th Annual ACM Symposium on User
Interface Software & Technology (New York, NY, USA, 2015), UIST
’15, ACM, pp. 137–146. doi:10.1145/2807442.2807486. 11

[JSC∗10] JONES B., SODHI R., CAMPBELL R., GARNETT G., BAILEY
B.: Build your world and play in it: Interacting with surface particles
on complex objects. In Mixed and Augmented Reality (ISMAR), 2010
9th IEEE International Symposium on (Oct 2010), pp. 165–174. doi:
10.1109/ISMAR.2010.5643566. 16

[JSM∗14] JONES B., SODHI R., MURDOCK M., MEHRA R., BENKO
H., WILSON A., OFEK E., MACINTYRE B., RAGHUVANSHI N.,
SHAPIRA L.: Roomalive: Magical experiences enabled by scalable,
adaptive projector-camera units. In Proceedings of the 27th Annual ACM
Symposium on User Interface Software and Technology (New York,
NY, USA, 2014), UIST ’14, ACM, pp. 637–644. doi:10.1145/
2642918.2647383. 3, 16

[JUN∗15] JONES A., UNGER J., NAGANO K., BUSCH J., YU X., PENG
H.-Y., ALEXANDER O., BOLAS M., DEBEVEC P.: An automultiscopic
projector array for interactive digital humans. In ACM SIGGRAPH 2015
Emerging Technologies (New York, NY, USA, 2015), SIGGRAPH ’15,
ACM, pp. 6:1–6:1. doi:10.1145/2782782.2792494. 14

[KH15] KAGAMI S., HASHIMOTO K.: Sticky projection mapping: 450-
fps tracking projection onto a moving planar surface. In SIGGRAPH
Asia 2015 Emerging Technologies (New York, NY, USA, 2015), SA ’15,
ACM, pp. 23:1–23:3. doi:10.1145/2818466.2818485. 12

[KIS17] KITAJIMA Y., IWAI D., SATO K.: Simultaneous projection
and positioning of laser projector pixels. IEEE Transactions on Vi-
sualization and Computer Graphics 23, 11 (Nov 2017), 2419–2429.
doi:10.1109/TVCG.2017.2734478. 5

[KYS∗15] KAUVAR I., YANG S. J., SHI L., MCDOWALL I., WET-
ZSTEIN G.: Adaptive color display via perceptually-driven factored

c© 2018 The Author(s)
Computer Graphics Forum c© 2018 The Eurographics Association and John Wiley & Sons Ltd.

http://dx.doi.org/10.1109/TIP.2015.2478388
http://dx.doi.org/10.1016/j.jvcir.2016.05.014
http://www.green-hippo.com/
http://dx.doi.org/10.1109/CVPRW.2013.136
http://dx.doi.org/10.1109/CVPRW.2013.136
http://dx.doi.org/10.1145/1805964.1805966
http://dx.doi.org/10.1109/WACV.2013.6475056
http://dx.doi.org/10.1109/WACV.2013.6475056
http://dx.doi.org/10.1145/2047196.2047255
http://dx.doi.org/10.1002/jsid.422
http://dx.doi.org/10.1038/srep05527
http://dx.doi.org/10.1007/978-3-319-04960-1_32
http://dx.doi.org/10.1155/2017/4936285
http://dx.doi.org/10.1155/2017/4936285
http://dx.doi.org/10.1145/2601097.2601120
http://dx.doi.org/10.1145/1882261.1866166
http://dx.doi.org/10.1145/1882261.1866166
http://dx.doi.org/10.1109/CVPR.2007.383473
http://www.google.ch/patents/US7425070
http://www.google.ch/patents/US7425070
http://dx.doi.org/10.1145/2601097.2601144
http://dx.doi.org/10.1109/TVCG.2014.2316002
http://dx.doi.org/10.1109/TCSVT.2014.2352500
http://dx.doi.org/10.1109/TVCG.2015.2391861
http://dx.doi.org/10.1109/TVCG.2015.2391861
http://dx.doi.org/10.1007/s10055-010-0159-5
http://dx.doi.org/10.1364/OE.22.013492
http://dx.doi.org/10.1145/2470654.2466112
http://dx.doi.org/10.1109/CVPRW.2011.5981693
http://dx.doi.org/10.1109/CVPRW.2011.5981693
http://dx.doi.org/10.1145/2807442.2807486
http://dx.doi.org/10.1109/ISMAR.2010.5643566
http://dx.doi.org/10.1109/ISMAR.2010.5643566
http://dx.doi.org/10.1145/2642918.2647383
http://dx.doi.org/10.1145/2642918.2647383
http://dx.doi.org/10.1145/2782782.2792494
http://dx.doi.org/10.1145/2818466.2818485
http://dx.doi.org/10.1109/TVCG.2017.2734478


A. Grundhöfer & D. Iwai / Recent Advances in Projection Mapping Algorithms,Hardware and Applications

spectral projection. ACM Trans. Graph. 34, 6 (Oct. 2015), 165:1–165:10.
doi:10.1145/2816795.2818070. 14, 15

[LAM10] LAW A., ALIAGA D. G., MAJUMDER A.: Projector place-
ment planning for high quality visualizations on real-world colored ob-
jects. Visualization and Computer Graphics, IEEE Transactions on 16,
6 (Nov 2010), 1633–1641. doi:10.1109/TVCG.2010.189. 7

[LAS∗11] LAW A. J., ALIAGA D. G., SAJADI B., MAJUMDER A., PI-
ZLO Z.: Perceptually based appearance modification for compliant ap-
pearance editing. Computer Graphics Forum 30, 8 (2011), 2288–2300.
doi:10.1111/j.1467-8659.2011.02035.x. 6, 8

[LBS∗16] LINCOLN P., BLATE A., SINGH M., WHITTED T., STATE A.,
LASTRA A., FUCHS H.: From motion to photons in 80 microseconds:
Towards minimal latency for virtual and augmented reality. IEEE Trans-
actions on Visualization and Computer Graphics 22, 4 (April 2016),
1367–1376. doi:10.1109/TVCG.2016.2518038. 12

[LHG11] LI T., HU F., GENG Z.: Geometric calibration of a camera-
projector 3D imaging system. In Proceedings of the 10th International
Conference on Virtual Reality Continuum and Its Applications in In-
dustry (New York, NY, USA, 2011), VRCAI ’11, ACM, pp. 187–194.
doi:10.1145/2087756.2087783. 3

[LMLG15] LI Y., MAJUMDER A., LU D., GOPI M.: Content-
independent multi-spectral display using superimposed projections.
Computer Graphics Forum 34, 2 (2015), 337–348. doi:10.1111/
cgf.12564. 15

[LSD∗17] LI F., SEKKATI H., DEGLINT J., SCHARFENBERGER C.,
LAMM M., CLAUSI D., ZELEK J., WONG A.: Simultaneous projector-
camera self-calibration for three-dimensional reconstruction and pro-
jection mapping. IEEE Transactions on Computational Imaging 3, 1
(March 2017), 74–83. doi:10.1109/TCI.2017.2652844. 4

[LUM] Lumipen: Projection Mapping on a Moving Object. https://
www.youtube.com/watch?v=ZuSUHuSceYc. Accessed: 2018-
01-15. 11

[LWF11] LINCOLN P., WELCH G., FUCHS H.: Continual surface-
based multi-projector blending for moving objects. In Virtual Real-
ity Conference (VR), 2011 IEEE (March 2011), pp. 115–118. doi:
10.1109/VR.2011.5759447. 6

[LXZ∗15] LI D., XIE J., ZHAO L., ZHOU L., WENG D.: Multi-
projector auto-calibration and placement optimization for non-planar
surfaces. Optical Review 22, 5 (2015), 762–778. doi:10.1007/
s10043-015-0123-4. 7

[MB07] MAJUMDER A., BROWN M. S.: Practical Multi-Projector Dis-
play Design. A K Peters, 2007. 12

[MBR∗10] MEURET Y., BOGAERT L., ROELANDT S., VANDERHEIJ-
DEN J., AVCI A., DE SMET H., THIENPONT H.: LED projection archi-
tectures for stereoscopic and multiview 3D displays. Proc. SPIE 7690
(2010), 769007–769007–11. doi:10.1117/12.850067. 14

[MIHS17] MINE R., IWAI D., HIURA S., SATO K.: Shape optimization
of fabricated transparent layer for pixel density uniformalization in non-
planar rear projection. In Proceedings of the 1st Annual ACM Symposium
on Computational Fabrication (New York, NY, USA, 2017), SCF ’17,
ACM, pp. 16:1–16:2. doi:10.1145/3083157.3092890. 17

[MIK∗12] MOLYNEAUX D., IZADI S., KIM D., HILLIGES O., HODGES
S., CAO X., BUTLER A., GELLERSEN H.: Interactive environment-
aware handheld projectors for pervasive computing spaces. In Pro-
ceedings of the 10th International Conference on Pervasive Computing
(Berlin, Heidelberg, 2012), Pervasive’12, Springer-Verlag, pp. 197–215.
doi:10.1007/978-3-642-31205-2_13. 16

[MIS14] MIHARA S., IWAI D., SATO K.: Artifact reduction in radio-
metric compensation of projector-camera systems for steep reflectance
variations. Circuits and Systems for Video Technology, IEEE Trans-
actions on 24, 9 (Sept 2014), 1631–1638. doi:10.1109/TCSVT.
2014.2309832. 7

[MJK11] MENK C., JUNDT E., KOCH R.: Visualisation techniques for

using spatial augmented reality in the design process of a car. Com-
puter Graphics Forum 30, 8 (2011), 2354–2366. doi:10.1111/j.
1467-8659.2011.02066.x. 6, 16

[MK10] MENK C., KOCH R.: Physically-based augmentation of real
objects with virtual content under the influence of ambient light. In
Computer Vision and Pattern Recognition Workshops (CVPRW), 2010
IEEE Computer Society Conference on (June 2010), pp. 25–32. doi:
10.1109/CVPRW.2010.5543472. 6, 9, 16

[MK13] MENK C., KOCH R.: Truthful color reproduction in spatial aug-
mented reality applications. Visualization and Computer Graphics, IEEE
Transactions on 19, 2 (Feb 2013), 236–248. doi:10.1109/TVCG.
2012.146. 6, 16

[MP04] MATUSIK W., PFISTER H.: 3D TV: A scalable system for real-
time acquisition, transmission, and autostereoscopic display of dynamic
scenes. ACM Trans. Graph. 23, 3 (Aug. 2004), 814–824. doi:10.
1145/1015706.1015805. 14

[MRT08] MOHAN A., RASKAR R., TUMBLIN J.: Agile spectrum imag-
ing: Programmable wavelength modulation for cameras and projectors.
Computer Graphics Forum 27, 2 (2008), 709–717. doi:10.1111/j.
1467-8659.2008.01169.x. 14

[MSD∗13] MA C., SUO J., DAI Q., RASKAR R., WETZSTEIN G.:
High-rank coded aperture projection for extended depth of field. In
Computational Photography (ICCP), 2013 IEEE International Confer-
ence on (April 2013), pp. 1–9. doi:10.1109/ICCPhot.2013.
6528303. 13

[MT12] MORENO D., TAUBIN G.: Simple, accurate, and robust
projector-camera calibration. In Proceedings of the 2012 Second In-
ternational Conference on 3D Imaging, Modeling, Processing, Visual-
ization & Transmission (Washington, DC, USA, 2012), 3DIMPVT ’12,
IEEE Computer Society, pp. 464–471. doi:10.1109/3DIMPVT.
2012.77. 3

[MvBG∗12] MINE M., VAN BAAR J., GRUNDHÖFER A., ROSE D.,
YANG B.: Projection-based augmented reality in Disney theme parks.
Computer 45, 7 (July 2012), 32–40. doi:10.1109/MC.2012.154.
3, 16

[MWDG13] MASIA B., WETZSTEIN G., DIDYK P., GUTIERREZ D.:
A survey on computational displays: Pushing the boundaries of optics,
computation, and perception. Computers & Graphics 37, 8 (2013), 1012
– 1038. doi:10.1016/j.cag.2013.10.003. 1, 9

[mxw] MXWendler. http://www.mxwendler.net/. Accessed:
2017-09-30. 3

[NC13] NASMAN J., CUTLER B.: Physical avatars in a projector-
camera tangible user interface enhance quantitative simulation analysis
and engagement. In Computer Vision and Pattern Recognition Work-
shops (CVPRW), 2013 IEEE Conference on (June 2013), pp. 930–936.
doi:10.1109/CVPRW.2013.137. 16

[NHT13] NAKAMURA T., HORISAKI R., TANIDA J.: Computational
superposition projector for extended depth of field and field of view.
Opt. Lett. 38, 9 (May 2013), 1560–1562. doi:10.1364/OL.38.
001560. 13

[NIS11] NAGASE M., IWAI D., SATO K.: Dynamic defocus and occlu-
sion compensation of projected imagery by model-based optimal projec-
tor selection in multi-projection environment. Virtual Real. 15, 2-3 (June
2011), 119–132. doi:10.1007/s10055-010-0168-4. 13

[NLW∗12] NG A., LEPINSKI J., WIGDOR D., SANDERS S., DIETZ P.:
Designing for low-latency direct-touch input. In Proceedings of the 25th
Annual ACM Symposium on User Interface Software and Technology
(New York, NY, USA, 2012), UIST ’12, ACM, pp. 453–464. doi:
10.1145/2380116.2380174. 4, 11

[NPB∗12] NG T.-T., PAHWA R. S., BAI J., TAN K.-H., RAMAMOOR-
THI R.: From the rendering equation to stratified light transport in-
version. Int. J. Comput. Vision 96, 2 (Jan. 2012), 235–251. doi:
10.1007/s11263-011-0467-6. 8

[NPGB03] NAYAR S. K., PERI H., GROSSBERG M. D., BELHUMEUR

c© 2018 The Author(s)
Computer Graphics Forum c© 2018 The Eurographics Association and John Wiley & Sons Ltd.

http://dx.doi.org/10.1145/2816795.2818070
http://dx.doi.org/10.1109/TVCG.2010.189
http://dx.doi.org/10.1111/j.1467-8659.2011.02035.x
http://dx.doi.org/10.1109/TVCG.2016.2518038
http://dx.doi.org/10.1145/2087756.2087783
http://dx.doi.org/10.1111/cgf.12564
http://dx.doi.org/10.1111/cgf.12564
http://dx.doi.org/10.1109/TCI.2017.2652844
https://www.youtube.com/watch?v=ZuSUHuSceYc
https://www.youtube.com/watch?v=ZuSUHuSceYc
http://dx.doi.org/10.1109/VR.2011.5759447
http://dx.doi.org/10.1109/VR.2011.5759447
http://dx.doi.org/10.1007/s10043-015-0123-4
http://dx.doi.org/10.1007/s10043-015-0123-4
http://dx.doi.org/10.1117/12.850067
http://dx.doi.org/10.1145/3083157.3092890
http://dx.doi.org/10.1007/978-3-642-31205-2_13
http://dx.doi.org/10.1109/TCSVT.2014.2309832
http://dx.doi.org/10.1109/TCSVT.2014.2309832
http://dx.doi.org/10.1111/j.1467-8659.2011.02066.x
http://dx.doi.org/10.1111/j.1467-8659.2011.02066.x
http://dx.doi.org/10.1109/CVPRW.2010.5543472
http://dx.doi.org/10.1109/CVPRW.2010.5543472
http://dx.doi.org/10.1109/TVCG.2012.146
http://dx.doi.org/10.1109/TVCG.2012.146
http://dx.doi.org/10.1145/1015706.1015805
http://dx.doi.org/10.1145/1015706.1015805
http://dx.doi.org/10.1111/j.1467-8659.2008.01169.x
http://dx.doi.org/10.1111/j.1467-8659.2008.01169.x
http://dx.doi.org/10.1109/ICCPhot.2013.6528303
http://dx.doi.org/10.1109/ICCPhot.2013.6528303
http://dx.doi.org/10.1109/3DIMPVT.2012.77
http://dx.doi.org/10.1109/3DIMPVT.2012.77
http://dx.doi.org/10.1109/MC.2012.154
http://dx.doi.org/10.1016/j.cag.2013.10.003
http://www.mxwendler.net/
http://dx.doi.org/10.1109/CVPRW.2013.137
http://dx.doi.org/10.1364/OL.38.001560
http://dx.doi.org/10.1364/OL.38.001560
http://dx.doi.org/10.1007/s10055-010-0168-4
http://dx.doi.org/10.1145/2380116.2380174
http://dx.doi.org/10.1145/2380116.2380174
http://dx.doi.org/10.1007/s11263-011-0467-6
http://dx.doi.org/10.1007/s11263-011-0467-6


A. Grundhöfer & D. Iwai / Recent Advances in Projection Mapping Algorithms,Hardware and Applications

P. N.: A projection system with radiometric compensation for screen
imperfections. In ProCams (2003). 6

[NWI15] NARITA G., WATANABE Y., ISHIKAWA M.: Dynamic projec-
tion mapping onto a deformable object with occlusion based on high-
speed tracking of dot marker array. In Proceedings of the 21st ACM
Symposium on Virtual Reality Software and Technology (New York,
NY, USA, 2015), VRST ’15, ACM, pp. 149–152. doi:10.1145/
2821592.2821618. 6, 12

[NWI17] NARITA G., WATANABE Y., ISHIKAWA M.: Dynamic pro-
jection mapping onto deforming non-rigid surface using deformable
dot cluster marker. IEEE Transactions on Visualization and Computer
Graphics 23, 3 (March 2017), 1235–1248. doi:10.1109/TVCG.
2016.2592910. 6, 7, 12, 16

[OOI12] OKUMURA K., OKU H., ISHIKAWA M.: Lumipen: Projection-
based mixed reality for dynamic objects. In Multimedia and Expo
(ICME), 2012 IEEE International Conference on (July 2012), pp. 699–
704. doi:10.1109/ICME.2012.34. 11, 12

[opt] UHD60 – 4K ULTRA HIGH DEFINITION HOME THE-
ATER PROJECTOR. https://www.optomausa.com/
projectorproduct/uhd60. Accessed: 2017-09-30. 12

[ORH08] OUELLET J.-N., ROCHETTE F., HEBERT P.: Geometric cali-
bration of a structured light system using circular control points. In 3D
Data Processing, Visualization and Transmission (2008), pp. 183–190.
3

[OWD09] OKATANI T., WADA M., DEGUCHI K.: Study of image
quality of superimposed projection using multiple projectors. Image
Processing, IEEE Transactions on 18, 2 (Feb 2009), 424–429. doi:
10.1109/TIP.2008.2008899. 12

[PIS15a] PUNPONGSANON P., IWAI D., SATO K.: Projection-based vi-
sualization of tangential deformation of nonrigid surface by deformation
estimation using infrared texture. Virtual Reality 19, 1 (2015), 45–56.
doi:10.1007/s10055-014-0256-y. 6, 7

[PIS15b] PUNPONGSANON P., IWAI D., SATO K.: Softar: Visually ma-
nipulating haptic softness perception in spatial augmented reality. Vi-
sualization and Computer Graphics, IEEE Transactions on 21, 11 (Nov
2015), 1279–1288. doi:10.1109/TVCG.2015.2459792. 16

[PJJ∗11] PAPAS M., JAROSZ W., JAKOB W., RUSINKIEWICZ S., MA-
TUSIK W., WEYRICH T.: Goal-based caustics. Computer Graphics Fo-
rum 30, 2 (2011), 503–511. doi:10.1111/j.1467-8659.2011.
01876.x. 10

[PP16] PANAGIOTOPOULOS I., PANOS P.: Tourism marketing and pro-
jection mapping. In Journal of Tourism Research (2016), vol. 16. 16

[PWG17] PJANIC P., WILLI S., GRUNDHÖFER A.: Geometric and
photometric consistency in a mixed video and galvanoscopic scanning
laser projection mapping system. IEEE Transactions on Visualization
and Computer Graphics 23, 11 (2017), 2430–2439. doi:10.1109/
TVCG.2017.2734598. 10, 11
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