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Figure 1: An unconstrained simulation of Celia’s ponytail fails to meet the artistic intent of reaching the glass (left). To edit the initial
simulation, the artist authors a guide animation as indicated in the center. Our method constrains the hair motion to follow the guide in an
averaged sense, and the resulting simulation on the right knocks the glass over as desired (right).

Abstract
We present a method for adding artistic control to physics-based hair simulation. Taking as input an animation of a coarse
set of guide hairs, we constrain a subsequent higher-resolution simulation of detail hairs to follow the input motion in a
spatially-averaged sense. The resulting high-resolution motion adheres to the artistic intent, but is enhanced with detailed
deformations and dynamics generated by physics-based simulation. The technical core of our approach is formed by a set of
tracking constraints, requiring the center of mass of a given subset of detail hair to maintain its position relative to a reference
point on the corresponding guide hair. As a crucial element of our formulation, we introduce the concept of dynamically-
changing constraint targets that allow reference points to slide along the guide hairs to provide sufficient flexibility for natural
deformations. We furthermore propose to regularize the null space of the tracking constraints based on variance minimization,
effectively controlling the amount of spread in the hair. We demonstrate the ability of our tracking solver to generate directable
yet natural hair motion on a set of targeted experiments and show its application to production-level animations.

1. Introduction

Expressive characters are the beating heart of computer animated
movies. Bringing these characters to life requires skilled artists who
laboriously create posture and facial expressions through keyfram-
ing. In addition to these primary motions, the secondary motions of
flesh, clothing, and hair are just as essential to making characters
believable and compelling. Rather than passively following the pri-
mary motion, hair often takes a decidedly active role in defining the
personality, style, and attitude of a character. But in order to do so
successfully, hair animations must not only be complex and phys-
ically plausible, they also have to comply with the artistic intent

of the animator, leading to the classical dilemma between physical
simulation and art direction.

Hair simulations can, to some extent, be controlled by carefully
selecting values for the various parameters that influence the re-
sulting motion: material coefficients such as stretching and bending
stiffness or damping, as well as restitution and friction parameters
for collisions and contact. But even though this parameter space is
already quite large for trial-and-error exploration, it is typically too
restrictive to achieve the desired motion style or meet some other
artistic intent. It is therefore common practice to introduce target
shapes and corresponding control forces that attract the simulation
towards desired states; see, e.g., Petrovic et al. [PHA05] for hair,
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or Thuerey et al. [TKRP06] for fluids. Control forces add another
set of parameters, making the problem of finding the right values
all but intractable for high-resolution simulations. For this reason,
artists typically resort to lower-resolution simulations, where iter-
ations are faster and manual edits possible. But unfortunately, the
parameter values determined in this way can only serve as an initial
guess for the full-resolution simulation, which often behaves very
different from its coarse counterpart when the same parameters are
used. To avoid expensive iterations in full resolution, an alternative
is to up-sample the coarse simulation using geometric [CCK05] or
data-driven [CZZ14] interpolation. However, the drawback of this
approach is that, despite increased geometric complexity, the high-
resolution motion does not exhibit more physical detail than the
low-resolution input.

In this work, we propose a new approach for adding artistic
control to physics-based hair simulation. Our method takes as in-
put a coarse animation that captures the bulk motion of the hair.
However, instead of trying to infer parameters, we constrain the
full-resolution simulation to follow the coarse-scale motion in a
spatially-averaged sense. In this way, the full-resolution animation
strictly adheres to the artistic intent for the bulk motion, while en-
hancing it with detailed deformations and dynamics that only sim-
ulation can produce. Our approach draws great inspiration from
TRACKS—a tracking solver for deformable surface animations by
Bergou et al. [BMWG07]. TRACKS works on two discretizations
of the same surface, one coarse, one fine, which are decomposed
into patches with known coarse-to-fine correspondence. The cen-
tral idea is then to introduce tracking constraints requiring that, for
each surface patch, the generalized centers of mass in the high-
resolution simulation should coincide with their coarse-scale coun-
terparts.

While our method builds on the same conceptual basis, the prob-
lem of tracking hair simulations is very different. Due to its quasi-
inextensibility, cloth exhibits strong local coupling between its de-
grees of freedom for any in-plane direction, leading to a high degree
of spatial and temporal coherence in its motion. By contrast, hair
exhibits such strong coupling in only one direction—along indi-
vidual hairs. The coupling across hairs happens through collisions,
which is a different and weaker mechanism that leads to less spatial
and temporal coherence.

This difference in coupling leads to several challenges. When
using simulations with different numbers of hairs, it is not obvi-
ous what exactly the coarse-to-fine correspondence between these
simulations should be. Furthermore, center-of-mass type tracking
constraints generally exhibit a high-dimensional null space, i.e., the
set of particle motions that leave a given constraint unchanged. For
the case of cloth, this null-space is strongly regularized by the re-
sistance to in-plane stretching. Such strong coupling lacking, the
regularization for hair is much weaker, requiring further control
mechanisms to prevent hair from producing undesirable motion in
the null-space. Finally, while a static map for coupling of low- and
high-resolution simulations works well for deformable surfaces,
this approach causes hair to stretch and compress, leading to un-
natural motion or even failure to converge.

To address these challenges, we propose three novel concepts:

� we introduce a coarse-to-fine correspondence scheme for hair
simulations and formulate tracking constraints on this basis,

� we propose a dedicated regularizer for the constraint null space
using the concept of variance minimization, and

� we allow for dynamically-changing constraint targets that can
slide along their guide hairs in order to provide more flexibility
for natural deformations.

We combine these ideas with a variational formulation of implicit
Euler integration into constrained optimization problem that we
solve using sequential quadratic programming (SQP).

The results that we show in this work were generated with a pro-
totype implementation based on a simplified model of hair mechan-
ics (straight hair without resistance to twisting) and simple impulse-
based collision handling (no coupling with hair mechanics). These
design choices currently limit the complexity of our results and the
combination of our method with state-of-the-art hair solvers such as
the one by Kaufman et al. [KTS�14] is left for future work. Never-
theless, our preliminary results demonstrate the ability of our track-
ing solver to generate directable yet natural hair motion.

2. Related Work

Hair Mechanics Animating hair is a central problem in computer
animation and, consequently, this topic has received a lot ot atten-
tion from the graphics community; see, e.g., Ward et al. [WBK�07]
for an overview. Among the simplest approaches are mass-spring
systems [RCT91] which, in their most basic form, model the resis-
tance of hair to bending and stretching, but ignore twisting. This
assumption is generally considered adequate for straight hair, but
curly hair requires proper modeling of direction-dependent rest
curvatures and bending stiffness—qualities offered by rod mod-
els based on Kirchhoff [BAC�06, BWR�08, BAV�10, IMP�13] or
Cosserat [Pai02,ST07] theories. For simplicity, we focus on straight
hair in this work and adopt a mass-spring model similar to Rosen-
blum et al. [RCT91]. However, our tracking solver is largely inde-
pendent of the underlying energy terms and could, in principle, be
combined with more sophisticated rod simulation models support-
ing curly hair.

Collisions & Contact Apart from the mechanics of individual
hair strands, proper handling of collisions and contact is essen-
tial for high-quality animations. Many existing works use penalty
forces [CJY02,SLF08,IMP�13] or impulses [SLF08] adapted from
cloth animation [BFA02]. However, recent work has also started to
explore more accurate ways of modeling frictional contact [BD-
CDA11, DBDB11] and capturing nonlinearities in the elastic re-
sponse [KTS�14].

Continuum and Clump Models Simulating every individual hair
is computationally expensive, both because of the large number of
degrees of freedom and the combinatorial complexity of handling
collisions between individual hairs. In seeking alternative solutions,
one line of research has investigated so-called clump models that
simulate only a number of guide hairs, each representing many de-
tail hairs. The motion for the detail hairs is then generated using
geometric [CCK05] or data-driven [CZZ14, CZZ16] interpolation,
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or a statistical model for synthesis [CCK05]. Adaptive clump mod-
els [BKCN03, WL03] support splitting and merging clumps in or-
der to focus computations on regions in which detail is required
most. Another approach for reducing complexity is to resort to a
volumetric hair representation and model the bulk motion based
on fluid dynamics [HMT01]. This approach allows for efficient
treatment of hair-hair interactions, but the purely Eulerian repre-
sentation leads to a loss of detail motion. To address this draw-
back, McAdams et al. [MSW�09] propose a hybrid approach that
takes advantage of the Eulerian representation while retaining de-
tail through Lagrangian hair-hair collisions.

Although clump and continuum models have their advantages,
they cannot produce the level of detail that full simulation can—a
fact that was impressively demonstrated by the high-resolution sim-
ulations of Selle et al. [SLF08] and Kaufman et al. [KTS�14]. How-
ever, the sheer complexity of these simulations renders a trial-and-
error approach for artistic control infeasible. Our tracking solver
aims at filling this gap by enabling high-resolution simulations
that reliably follow coarse-scale, artist-controlled input animations
while exhibiting the desired degree of detail.

Simulation Control The overall look and feel of simulated de-
formable materials is governed by their material model and its pa-
rameters. While tweaking the coefficients of a standard constitutive
model can be very tedious, recent works by Xu et al. [XSZB15]
and Li et al. [LB15] have proposed artist-friendly material mod-
els that provide more intuitive control over the resulting static and
dynamic behavior. Aiming at stylized artistic materials, Martin et
al. [MTGG11] describe an example-based approach for design-
ing context-sensitive deformation behavior. In addition to custom-
tailored materials, however, animations typically require more di-
rect ways of control in order to meet the artistic intent.

There is a large number of different methods for directing sim-
ulations by virtue of control forces. As one particular example,
Kondo et al. [KKA05] animate the rest shape of an elastic charac-
ter in order to compute control forces that induce naturally looking
motion. Coros et al. [CMT�12] and Tan et al. [TTL12] use similar
mechanisms to induce control forces, but automatically compute
changes in rest state such that the resulting simulation tracks some
high-level motion objectives. Aiming at real-time applications with
user interaction, Barbic et al. [BP08] introduce a feedback con-
troller to generate forces that gently guide the simulation back to
its input animation. Finally, real-time interfaces such as the work
by Xing et al. [XKG�16] offer users to add external forces into
simulated 2D scenes through painting gestures, letting them create
highly stylized elements.

Rather than providing a dense animation as input, an alterna-
tive approach is to use spacetime constraints [WK88] that describe
the desired motion through a temporally-sparse set of keyframes.
The essence of this approach is to minimize the amount of control
forces required to meet the keyframes over the entire animation,
leading to large coupled optimization problems. Previous work has
demonstrated that the adjoint method can, to some extent, alleviate
the computational complexity when controlling smoke [TMPS03],
liquids [MTPS04], or cloth [WMT06] animations. Another way of
accelerating optimal control of elastic objects is by using subspace
simulation [BdSP09, HSvTP12, SvTSH14, LHdG�14].

In contrast to solid materials, hair typically exhibits rich dynamic
detail that is difficult to capture with a low-dimensional subspace.
But even when leaving aside questions of computational tractabil-
ity, creating keyframes for complex hair geometries that lead to de-
tailed yet natural looking motion is a non-trivial problem in itself.

Instead of interpolating sparse keyframes, the tracking solver
by Bergou et al. [BMWG07] relies on a temporally-dense but
spatially-coarse input animation that captures the bulk motion of
a deformable surface. The coarse animation is then enhanced with
physics-based detail by virtue of a high-resolution simulation that
is constrained to follow the input in a spatially-averaged sense.
A conceptually similar approach was recently presented by Li et
al [YL16], who enrich triangle mesh animations with physics-based
detail created through solid finite element simulations. While our
approach shares the same conceptual basis, hair exhibits much
less spatial and temporal structure than deformable surfaces and
solids. As we show in this work, a naive application of this track-
ing paradigm leads to excessive compression and buckling in the
detail hair, making the tracked simulation slow and unstable. We
solve this problem by introducing dynamically changing constraint
targets that can slide on their corresponding guide hairs in order to
accommodate the natural resistance of the detail hair to stretching
and compression. As another central difference, our tracking con-
straints exhibit a large null-space, but unlike for deformable sur-
faces and solids, relative motion between hairs is regularized only
by momentum, not elasticity. We show that a regularizer based on
variance minimization not only eliminates numerical problems, but
can be used to effectively control the desired amount of spreading.

3. Tracking Solver

Given a coarse animation of guide hairs as input, the tracking
solver should produce a higher-resolution simulation of detail hairs
that follow the input in a spatially-averaged sense, preserving its
overall characteristics while enhancing the motion with physically-
simulated detail. In the following, we first describe how to map
between guide and detail hairs (3.1), then introduce tracking con-
straints that preserve coarse-scale motion (3.2), and a regularizer
for the constraint null-space based on variance control (3.3). Fi-
nally, we combine these concepts into constrained optimization
problem and describe its solution (3.4).

3.1. Coarse-To-Fine Correspondence

The input to our method are a coarse hair set G of guide hairs g j and
a higher-resolution set D of detail hairs d j. We represent all guide
and detail hairs as piecewise linear curves, whose vertices we refer
to as g j,i and d j,i, respectively. In order to establish a correspon-
dence between G andD, we assign detail hairs to guide hairs based
on their integrated Euclidean distance, which we quantify as

d(d j,gi) = å
k
jjd j,k�prox(d j,k,gi)jj2 , (1)

where prox(d j,k,gi) returns the interpolated point on the guide hair
gi closest to a given detail hair node d j,k. We then assign each detail
hair d j to the guide hair with the smallest distance value.

With this horizontal correspondence established, we proceed to
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a vertical decomposition of the detail hairs. To this end, we sam-
ple each guide hair g j equidistantly with tracking points p j,k. Each
detail hair di assigned to a given guide g j is then decomposed into
a number of segments si,k containing the set of nodes di,l that are
closer to p j,k than to any other tracking point on g j. The union of
segments si,k from all detail hairs corresponding to a given tracking
point p j,k defines a cluster C j,k = [isi,k around the guide, which is
used to define tracking constraints as explained next.

3.2. Tracking Constraints

Having established the basic structure for coarse-to-fine correspon-
dence, we formulate constraints that couple the simulation of D to
the coarse-scale motion of G. In principle, we would like the detail
hairs to remain close to their corresponding guides throughout the
entire animation. However, asking that each individual detail hair
should strictly maintain a given relative position with respect to its
guide would overly restrict their motion and suppress dynamic de-
tail altogether. Following Bergou et al. [BMWG07], we therefore
ask that the detail hairs should track the motion of their guides not
in a strict sense, but in a spatially averaged way. Applied to the
coarse-to-fine structure described above, this notion of spatially-
averaged tracking translates naturally into conditions on the center
of mass of a given set of hair segments. To this end, we define the
center of mass of a given cluster as

c j,k =
1

M j,k
å

(i,l)2C j,k

ml,idl,i , (2)

where M j,k is the summed mass of all nodes belonging to the clus-
ter. The center of mass for a given cluster will generally not coin-
cide with its corresponding tracking point p j,k on the guide. In or-
der for the cluster to track the motion of its guide, we therefore ask
that the relative position of a cluster’s center of mass, as measured
in a local reference frame, be preserved at all times as described
next.

Updating Offsets Let r j,k = c j,k� p j,k denote offset vectors de-
scribing the relative position of the center of mass c j,k of a given
cluster with respect to its corresponding tracking point p j,k. In prin-
ciple, we would like the cluster to maintain its relative position to
its guide, but asking that r j,k be preserved with respect to a global
frame of reference would obviously lead to artifacts as guide hairs
move and deform during animation. In order for the detail hairs
to track this motion, we have to update the offset vectors to re-
flect these transformations. For this purpose, we encode offset vec-
tors using local coordinates with respect to a twist-free reference
frame, computed by applying the discrete parallel transport method
of Bergou et al. [BWR�08] to the rigid body frame at the hair’s at-
tachment point (see Fig. 3).

At the beginning of the simulation, we assign each guide g j
an orthonormal reference frame F j = [t j,n j,b j], with t parallel to
the first edge of the guide. We then parallel-transport this frame
along the guide and encode the offset vectors for all tracking points
as r̂ j,k = (q j,k,d j,k), where q j,k is the angle between r j,k and n j,
and d j,k is the distance from the centerline, i.e., d j,k = jjr j,kjj. For
each frame of the animation, we update the reference frames for all
guides using the transformation matrix of the mesh primitive that

Figure 2: Artifacts resulting from using static tracking points on a
straight shrinking guide (left). Allowing tracking points to dynam-
ically slide along the guide keeps the hair at rest (right).

they attach to. The updated reference frame is propagated along the
guide hair curve, and the offset vectors are reconstructed from the
local coordinates using the updated frames.

Dynamic Constraint Targets The center of mass constraints are
designed to allow for bounded deviation of detail hairs from their
guides. However, we found that, when using static tracking points
at fixed locations along the guides, detail hairs are forced to stretch
and compress, depending on the deformation of their guide (see
Fig. 2). While stretching is detrimental to realism, compressions
additionally give rise to ill-conditioned linear systems, deteriorat-
ing or even preventing convergence. To avoid these problems, we
further relax the constraints and allow tracking points to dynami-
cally slide along their guide hairs. In order to enable sliding with
sufficient continuity, we adopt a spline-based representation for
the guide hairs using piecewise cubic Catmull-Rom splines g j(t)
that are arc-length parameterized with respect to their (straight)
rest configuration. We then endow each tracking point p j,k with
a degree of freedom t j,k corresponding to its parametric coordinate
along the guide, i.e., p j,k = g j(t j,k). By exposing these coordinates
as variables to the optimizer, tracking points can slide along their
guide in order to provide sufficient flexibility for the detail hairs to
deform.

As tracking points p j,k slide along their guides, the correspond-
ing offset vectors r j,k have to be updated accordingly. Rather than
modeling both offset vectors and tracking points as functions of the
sliding parameter t j,k, we create an equivalent target spline curve
ĉ j,k(t) that directly describes admissible positions for the center of
mass c j,k (Fig. 3, right). To this end, we parallel-transport the ini-
tial offset vector r̂ j,k from the base of the hair along the deformed
guide hair and interpolate the resulting world-space positions to
obtain ĉ j,k(t). In this way, we define a target spline curve for each
cluster and each frame of the input animation. It is important to note
that only the sliding parameters are variables in the optimization:
although changing from frame to frame, the geometry of the tar-
get curves is fixed for any given simulation step, since it is directly
defined by the shape of the prescribed guide hair.

Constraint Formulation Putting everything together, we formu-
late for each cluster three tracking constraints, one for each spatial
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Figure 3: Registration and propagation of constraints. A direction
orthogonal to the guide base (blue, left) is parallel transported to
the guide point closest to the center of mass (left, center). The rota-
tion around the guide and the scaling that point the direction to the
center of mass are applied to the base orientation (center, right).
The new orientation (orange) is registered for this constraint. Dur-
ing simulation (right), the registered direction is transformed using
deformation gradients and parallel transported to de�ne the locus
of this constraint.

dimensions, as

C j ;k = c j ;k(t j ;k) � ĉ j ;k(t j ;k) =
1

M j ;k
å

(i;l )2C j ;k

ml ;idl ;i � ĉ j ;k(t j ;k) ;

(3)
whose free variables are the nodal positionsdl ;i of all detail hair
segments belonging to clusterCj ;k, and one parametric coordinate
t j ;k describing the corresponding position along the target curve.

3.3. Spread Control

Each tracking constraint involves multiple nodes from a number
of detail hairs, but only eliminates three degrees of freedom. We
therefore have substantially more variables than constraints and,
consequently, a high-dimensional null-space. In the language of
statistical analysis, our tracking constraints are based on the �rst
moment of the particle distribution in a given cluster but leave
higher-order moments unconstrained. In particular, any symmetry-
preserving spreading of vertices will change thevariance, i.e., the
second moment without affecting the tracking constraint. This sit-
uation is not problematic by itself, since our goal is to constrain
only certain aspects of the motion while leaving much of it free to
evolve according to physics. But although the momentum term in
(5) regularizes motion in the null-space to some extent, a spread-
out con�guration might deviate from unconstrained physics just as
much as a con�guration with lower variance.

In order to regularize this null-space in an art-directable way, we
introduce an additional energy termPj ;k = kv(Vj ;k � V̄j ;k)2, where

Vj ;k = å
(i;l )2C j ;k

jj c j ;k � dl ;i jj
2 (4)

is the variance within a given clusterCj ;k in the current con�gura-
tion andV̄j ;k a corresponding target value. By default, we setV̄j ;k
to the rest state variance, but as shown in Fig. 4, both the target

variance and the corresponding penalty coef�cientkv can be set by
an artist in order to achieve various degrees of hair spreading.

3.4. Implementation

Hair Simulation We implement our tracking solver on top of a
conventional hair simulation model based on mass-spring chains
that resist stretching and bending, but not twisting [RCT91]. To
prevent intersections between hair, we follow the framework of
Bridson et al. [BFA02] and use a combination of instantaneous and
continuous collision detection. After each time step, we detect col-
lisions and �lter the end-of-time-step velocity by applying correct-
ing impulses to colliding edge pairs.

Following Martin et al. [MTGG11], we use a variational formu-
lation of implicit Euler for time stepping and minimize the func-
tional

H(xn+ 1) =
1
2

DvT
n+ 1MDvn+ 1 + E(xn+ 1) + P(xn+ 1) ; (5)

whereDvn+ 1 = 1=dt(xn+ 1 � xn) � vn, E collects stretching and
bending energies for all hairs as well as gravity, andP is the po-
tential for variance penalization. The derivative of the above ex-
pression with respect to end-of-time step positionsxn+ 1 yields the
well-known update rules for the backward Euler method. The ad-
vantage of the variational formulation is that the potentialH can be
used as objective function in the optimization problem as described
next.

Optimization We cast simulation tracking as a constrained opti-
mization problem whose Lagrangian

L (Xn+ 1; l n+ 1) = H(Xn+ 1) + l n+ 1 � C(Xn+ 1) (6)

is composed of an objective functionH modeling the discrete equa-
tions of motion (5) and a set of tracking constraintsC, scaled by
Lagrange multipliersl n+ 1. Note that we use the notationX to de-
note the concatenation ofx and t, the latter being the vector of
sliding parameters de�ned in our dynamic constraint targets, which
is also solved for. The �rst order optimality conditions require that
the derivative of (6) vanish with respect to all parameters,
�

r XL
r l L

�
=

�
r XH(Xn+ 1) + r XC(Xn+ 1)T l n+ 1

C(Xn+ 1)

�
=

�
0
0

�
:(7)

We solve this set of nonlinear equations using sequential quadratic
programming. Since our formulation only involves equality con-
straints, doing so amounts to solving saddle point problems of the
form

�
H r CT

r C 0

� �
DX
Dl

�
=

�
�r XL
�r l L

�
; (8)

whereH is an approximate Hessian that includes second derivatives
of all terms in (5) except for the variance penalty. Since the latter
couples many degrees of freedom, including its Hessian would lead
to a drastically increased number of non-zero entries inH and thus
signi�cantly deteriorate performance. Fortunately, since the forces
resulting from the variance penalty are not stiff, we can neglect
its second derivative without adversely affecting convergence. We
solve the resulting system using Pardiso and, using a standard merit
function, perform line search on the solution to determine a feasible
step size as described in [NW06].
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