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ABSTRACT

This paper provides details on a complete integmatif Content-
adaptive Spatial ScalabilitfCASS) into the scalable video coding
extension of H.264/AVC (SVC). CASS enables the ceaffit
encoding of a high-quality bit stream that contaiaseral versions
of an original image sequence. Thereby, each suelyé sequence
has been created by content-adaptive and art eiteetargeting to
different display aspect-ratios and/or resolutioidon-linear
dependencies between spatial layers, which have inéeduced
through content-adaptive retargeting, are exploiteg a
generalization of the three inter-layer predictionls of SVC, i.e.
by content-adaptive inter-layer texture, motion aresidual
prediction. The CASS extended SVC enables the rm@msson of
video content which has been specifically adaptedam art-
directedway to multiple display configurations (e.g. to &bd HD
displays with 4:3 and 16:9 aspect-ratios, respeltjvusing a
single compressed bit stream. With our extensia®goscontent of
higher semantic quality can be transmitted in dafta way by
introducing an average overhead in bit rate of 9.3%

Index Terms—H.264/AVC, scalable video coding, spatial
scalability, content-adaptation, non-linear imageping

1. INTRODUCTION

Today, TV and video services are consumed usingustypes of
display devices, like traditional TV sets, homeatiee projectors,
or smart phones. Hence, we have a heterogeneoiursranent of
display devices available, where different displgpect-ratios
(e.g. 4:3, 5:3, 5:4, 16:9) and resolutions (e.gT8PHDTV, VGA,
XGA) are natively supported. Content providers Uliguamploy
single resolution video coding standards like H/284C for
transmission or storage. As a consequence, coptedtcers face
the problem that they cannot control the way hoe tlecoded
video content is retargeted at the consumer sidihdcavailable
displays. However, SVC [1][2], the scalable extensiof
H.264/AVC, allows the joint transmission of sevevaleos with
different aspect-ratios and resolutions, which haeen created
through cropping and/or linear scaling (Fig. 1).n€equently, if
SVC is used for coding and transmission, an appatgwideo for
the available display at the consumer side coulddm®ded, while
inherent dependencies between the transmitted videnexploited
for an efficient overall compression. This can lwhieved with
SVC with help of the concept of Extended Spatiadl&ility [3].
However, usually cropping and linear scaling do pobvide
enough flexibility for high quality video retarget. These
retargeting methods can change the original viaioh intention of
a director or cinematographer and distort salier@ge regions in
an unacceptable way.
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Fig. 1. General transmission scenario for retarhetgeo content.

Recently, a lot of research is conducted in thea aoé
automatic and semi-automatic image and video retiang [4].
Retargeting is performed in a content-adaptive weayg. by
applying non-linear scaling operations through inagrping [5],
where visually salient regions are preserved arstodions are
hidden in less important areas. A recent largeescaibjective
study [4] showed that [5] is one of the currentBsbperforming
retargeting methods. A method for content-adaptieeing of
single-resolution video was also recently presemtdé].

In our previous work, we presented a frameworkcintent-
adaptive and art-directable scalable video codiglf particular,
we showed that warps can be efficiently encodedirtegrated in
this framework. Furthermore, we introduced the ephof CASS
for SVC, integrated in SVC a tool for content-adepinter-layer
texture prediction and showed its high efficien8y |n this paper,
we present generalizations of all three inter-Igyexdiction tools
of SVC and provide an overall evaluation of ouregration of
CASS in SVC. First, in Section 2, a short overviefvCASS
extended SVC is given. Section 3 describes thestgemeralized
inter-layer prediction tools in detail. Then, ewation results are
presented in Section 4, and finally, Section 5 tates the paper.

2. OVERVIEW OF CASS EXTENDED SVC

Fig. 2 shows the block diagram of a typical CASSeprded
scalable video encoder. Although the encoding oftiple spatial
layers is fully supported by SVC, for the sake whdicity, we
present the approach by encoding two successivitlaksayers,
namely a base layer (BL), and an enhancement (@lex First,
the EL video sequende,_ is content-adaptively retargeted to a BL
video sequencés, with a lower resolution and a different aspect
ratio. The corresponding per-pixel spatial positi@tween EL and
BL is defined by a sequence of non-linear warpingcfionsW,

calculated by the video retargeting algorithm pnéseé in [5]. 15,

andlg_ are jointly encoded by the CASS extended scalaioleov
coder with W as the side informationlg, is encoded by a
H.264/AVC compatible encoder so that it can be dedo



independentlyjg, is coded relative to the decod&g] by using
inter-layer prediction mechanisms. There are thkémds of

information that can be exploited from BL: texturaption and
residual information, and thus can serve as irtgesd prediction
signals which provides the EL encoder with an aoaidl

prediction source to the single-layer predictioolsd1]. To enable
CASS, the three standard inter-layer predictioristdloat support
only linear scaling relationships between spatiayets are
extended to support also non-linear relationshppr@sented in
Section 3. To transmit the warps efficiently, a rfewmction block

relationships, and is constant temporally. In odeesion of CASS,
this identifying process of this sample (the black in Fig. 3) is
replaced by referring to the wavig which defines for each pixel in
EL the corresponding pixel position in BL for therent framef.
This identifying process is also used in the congetaptive inter-
layer texture and residual prediction with highezqision.

The scaling factor of the motion vectors deriveaitirBL is
global in the standard SVC, whereas in our CASSresion, it
depends on the local characteristics of the watpe Morizontal
scaling factor is approximated by the ratio of Bie4x4 block side

Warp Coderis added to the SVC framework. We have proposed &ngth to the average between the top and therattiges of the

novel algorithm to encode the warps by exploitiggat&@l and
temporal dependencies existing within and betweamsv[7].

The CASS extension for SVC supports non-lineadgngeted
lower resolution layers which provides content-adnéy and art-
directability to the content providers, and subsedly provides a
better subjective quality to the end-users.

3. CONTENT ADAPTIVE
INTER-LAYER PREDICTION TOOLS

Inter-layer prediction tools are the main meansekploit BL

information in order to improve the coding efficagnof EL. In the
standard SVC, the inter-layer prediction tools supnly linear
scaling and cropping between spatial layers. Ineotd enable
CASS, each of the inter-layer prediction tools iteaded as
described in the following subsections.
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Fig. 2. Block diagram of a CASS extended SVC sujipgitwo
spatial layers.

3.1. Inter-layer motion prediction

In SVC, a coarse-to-fine projection approach ispaed [2]. For
each 4x4 luma block in the current EL macroblocikgencoded,
the corresponding block in BL is first identified sing a single
pixel. Then the motion data (prediction type, refere picture
indices, and motion vectors) are inherited frons ttorresponding
block in BL with proper scaling and offset. Lashetmerging
process takes place to determine the final mode rantion
segmentation in the EL macroblock [2].

Our content-adaptive inter-layer motion predictifmlows
this approach with two modifications: the corresgiag position
identification between spatial layers and the scabf the motion
vectors. In the standard SVC, the correspondingiposf an EL
sample in BL can be directly calculated due to lthear spatial

deformed quad; and the vertical scaling factorhis tatio to the
average of the left and the right edges of therdefd quad.

EL 4x4 block

BL 4x4 blocks

Fig. 3. Mapping of an EL 4x4 block in BL.

3.2. Inter-layer texture prediction

If all 4x4 luma blocks of the current EL macrobloeke intra-

coded, this macroblock is in "Intra_BL" mode andhigepredicted

by the inter-layer texture (or intra) predictiorhélprocess involves
first decoding of the intra-coded macroblocks in, Blbplying the

deblocking filter, boarder extension and up-samplj]. In the

standard SVC, a one-dimensional 4-tap FIR filtesdoon cubic
splines is applied on Iluma component while on claom
components a simple bi-linear filter is applied. Waae proposed a
non-separable implementation of the original fif@r the content-
adaptive inter-layer texture prediction in [8]. Aop over each
pixel in the predicted imagdg is performed. Then the
corresponding position in BL is identified with 6th sample

precision based on the warp. Finally, the predicsednple is

interpolated using the intensities of the neightprl6 samples for
luma component. For chroma components, similar separable
implementation of the bi-linear filter applies. Tegsults show
good prediction quality as well as overall codirfficeency in the

intra-only coding.

3.3. Inter-layer residual prediction

Similar to the inter-layer texture prediction, t8ASS extension of
the inter-layer residual prediction applies a nepasable bi-linear
filter to both luma and chroma residual componémisrder to up-
sample them. Again the warp defines inter-layer itjpoel

correspondences. These up-sampled blocks are theth as a
prediction for corresponding residual blocks of e However,

in contrast to the texture up-sampling, the up-dangpof the

residual signals doesn't occur across the transfdmiock

boundaries.
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Fig. 4. Comparison between enhancement layers (EL) and lagsrs created by content-adaptive retargetifgBR) and linear scaling
(LN BL) for the sequences Kimonol, ParkScene, arhCNote that EL has HD resolution while RT BL dr BL have SD resolution.

4. EVLUATION RESULTS

In this section, we show results on i) the impafcthe content-
adaptive inter-layer prediction tools on the codéfficiency and
ii) the overall performance of CASS extended SV@amparison
to the SVC standard (JSVM version 9.18 is used). ¢amling

experiments, we retargeted original test sequefioes 1280x720
(HD) to 720x540 (SD) resolution using two differenethods: i)
content-adaptive retargeting [5] and ii) linearlgza In Fig. 4,

retargeted pictures are shown for each test seqaeluie to the
change of aspect-ratio from 16:9 to 4:3, with linsaaling the
complete image is uniformly distorted irrespectofethe content,
i.e. the complete image is more strongly scaledanzontal than
in vertical direction. However, with content-adaptiretargeting
salient regions are still almost uniformly scaledhich obviously
leads to an overall higher semantic quality.

4.1 The impact of inter-layer prediction tools

The effectiveness of the content-adaptive inteedagrediction
tools are evaluated in this section. A BL creatgd dontent-
adaptive retargeting is encoded at a fixed QP wihite EL QP
varies. Simulations have been carried out using® ®f 16 with
hierarchical B frames, and an intra period of 32arp¢ are

simulcast for the ParkScene sequence as shownginSFiln the
domain around 37.5 dB, the overall gain in bit riat@bout 15%
compared to simulcast. This demonstrates the effayi of our
content-adaptive extension of the ILP tools.
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Fig. 5. RD performance improved by content-adaptiver-layer

encoded at a relative low bitrate point (56 kbpsthe ParkScene prediction tools.

sequence). Enabling each inter-layer prediction P)ILtool

successively, i.e. texture (I), motion (M) and desil (R), saves in

average 3.1%, 17.3% and 21.7% of total bitrate @eg to



Table 1. Operational points of SVC-CASS at qudétyels around 37 dB and 38 dB for base and enhasrtieliayer, respectively. In
brackets, the corresponding bit rate overhead sgprkin % for SVC-CASS in comparison to SVC is shew well as the deviation in
objective quality between the reconstructed imaggiences. Note that SVC-CASS and SVC encode ditfbase layers.

Sequence RT BL SVC-CASS
Nqam o PSNR of RT BL Bit rate of RT BL PSNR of EL Aggregate bit rate Aggregate bit rate
in dB in kbit/s in dB w/o warp in kbit/s in kbit/s
Crew 37.4 (-0.05) 987.7 (0.3%) 38.2 (0.0) 3982.794d) 4210.3 (7.5%)
Kimonol 37.8 (-0.1) 964.9 (-1.2%) 38.7 (0.0) 2120 B%) 2198.3 (13.2%)
ParkScene 36.7 (-0.6) 992.9 (2.8%) 37.5(0.0) 21602%) 2536.6 (7.2%)

4.2 Comparative evaluation

We compared the coding efficiency of CASS exter@é€ (SVC-
CASS) with the standard SVC by encoding the same re®
enhancement layer but different SD res. base layith SVC-
CASS we encoded the base layer created by condeptiae
retargeting (RT BL), while with SVC we encoded thase layer
created by linear scaling (LN BL). With both apprbes, the same
coding conditions are applied as reported in Sectid .

In Fig. 6, we see a comparison of the operatioalddrves
obtained by SVC and SVC-CASS, respectively, showthg
aggregate rate of the scalable bit stream andrthaneement layer
PSNR. In addition, the fixed operational pointtoé torresponding
base-layer coding (LN BL and RT BL) is shown.

Fig. 6. Comparison of operational RD performandevben SVC
and SVC-CASS.

The results show that the base layers are encoded samilar
objective quality (a difference of 0.6 dB). In Fi4J. second row,
corresponding reconstructed frames of the ParkSseeqeence are
shown. Obviously, in RT BL salient regions are mulgss
distorted, which leads to an overall higher sencagtiality of the
reconstructed image sequence. However, the encedthgSVC-
CASS requires slightly more bits than SVC. In theaaabove 36
dB, a fixed overhead in bit rate is observed ofuali80 kbps in
comparison to SVC. At a quality of nearly 37.5 di® thit rate
overhead is about 7.2%. Of course, SVC-CASS hasdkantage
of encoding a base layer with higher semantic tuali

In Table 1, the bit rate for the base-layer andabgregate rate of
the SVC-CASS encoded scalable bit stream are sliomguality

levels interesting for applications (around 37dBd aB8dB,
respectively). Obviously, an SD resolution baseetawhich has
been retargeted in a content-adaptive way, camaosritted with
SVC-CASS together with an HD resolution enhancenyrdr by
introducing an average overhead in bit rate of 9Q®%hpared to
SVC.

5. CONCLUSION

We presented an extension of SVC by Content-ada@patial

Scalability (CASS). In particular, we presented erefizations of
the three inter-layer prediction tools of SVC, whidraw

information from an additionally encoded warpingdtion, and
demonstrated their efficiency. Furthermore, we destrated that
with help of the CASS extension, spatial layers banencoded,
which have been adapted in a content-adaptive waglidplay

configurations with different aspect rations. Ascensequence,
image sequences with higher semantic quality cananemitted to
the consumers in a scalable way. Finally, we shothad all this

can be done by introducing an average overheai iate of 9.3%
compared to the SVC standard.
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