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Figure 1: We add physical effects to traditional blendshape animation by enriching blendshape rigs with a simple volumetric tissue structure.
This blendvolumes rig (left) allows to add, for example, secondary effects caused by head motion to a blendshape animation (center, with
black arrows). To account for stiffening muscles during contraction, we further introduce blendmaterials (right) and show how both rest
shape and material properties can be interpolated during simulation without introducing spurious artifacts. Shown here is the same neutral
expression undergoing secondary dynamics caused by fast side-to-side head rotation and jumping. A tightened smile undergoing the same
motion shows lessened dynamic effects.

Abstract

Oftentimes facial animation is created separately from overall body motion. Since convincing facial animation is challenging
enough in itself, artists tend to create and edit the face motion in isolation. Or if the face animation is derived from motion
capture, this is typically performed in a mo-cap booth while sitting relatively still. In either case, recombining the isolated face
animation with body and head motion is non-trivial and often results in an uncanny result if the body dynamics are not properly
reflected on the face (e.g. the bouncing of facial tissue when running).
We tackle this problem by introducing a simple and intuitive system that allows to add physics to facial blendshape animation.
Unlike previous methods that try to add physics to face rigs, our method preserves the original facial animation as closely as
possible. To this end, we present a novel simulation framework that uses the original animation as per-frame rest-poses without
adding spurious forces. As a result, in the absence of any external forces or rigid head motion, the facial performance will
exactly match the artist-created blendshape animation. In addition we propose the concept of blendmaterials to give artists
an intuitive means to account for changing material properties due to muscle activation. This system allows to automatically
combine facial animation and head motion such that they are consistent, while preserving the original animation as closely as
possible. The system is easy to use and readily integrates with existing animation pipelines.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object
Modeling—Physically Based Modeling

1. Introduction

Whether stunningly realistic or artistically stylized—high-quality
facial animation is the pivotal element for compelling characters in

contemporary filmmaking. A central requirement for a believable
digital performance is the consistency between the primary motion
of the head and the secondary motion of the facial tissue that it
induces. While even subtle dynamics during speech can add greatly
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to the realism of an animation, secondary motion simply cannot be
neglected for performances involving running, jumping, and other
forms of rapid motion.

Animating secondary motion is generally a challenging and te-
dious task if done manually. Wherever possible, this process is
therefore automated using physical simulation. For facial anima-
tion, one approach is to use a detailed anatomical model of the hu-
man face as a basis for simulation [SNF05]. While this approach
can faithfully reproduce facial dynamics, two limitations hinder its
adoption in production environments: first, creating the anatomical
model with its numerous muscles, tendons, and other tissue compo-
nents is a manual and exceedingly labor-intensive process. Second,
anatomically-based simulation rigs are controlled through muscle
activations. Compared to the commonly used blendshape rigs, this
type of control is indirect, unintuitive, and difficult to integrate into
existing animation workflows.

An alternative approach is to start from an artist-created blend-
shape animation, which is then used as a target for physics-based
simulation. Recent work by Barrielle et al. [BSC16] has demon-
strated that, by interpolating forces instead of geometry, it is pos-
sible to extend the expressive range of blendshape rigs and, at the
same time, automatically handle lip contacts. However, while not a
focus of their work, the underlying shell-based simulation model is
too crude an approximation to faithfully reproduce secondary mo-
tion in soft tissue.

In summary, the difficulty of combining artist-directed animation
with physics-based simulation has so far prevented the widespread
use of simulation for facial animation. In order to bridge this gap,
we propose a method that combines the benefits of physics-based
simulation for creating secondary motion while maintaining the
ease of control offered by blendshape rigs. Rather than a detailed
anatomical model, our method relies on a simple volume mesh
for simulation. In contrast to conventional simulation, however, we
adapt the rest state mesh according to the artist-provided blend-
shape animation. Doing so ensures that, in the absence of exter-
nal forces such as head motion, the equilibrium states of the sim-
ulation coincide with the artist-defined blendshape poses. In order
to achieve natural dynamics in the presence of head motion, our
method allows artists to define per-pose material distributions for
the simulation mesh. In this way, our approach captures two central
properties: first, owing to the anatomical complexity of the face,
different regions exhibit largely different material properties, rang-
ing from soft fat tissue to quasi-rigid bones; second, the material
properties change as a function of deformations as, e.g., muscle tis-
sues stiffens when contracted.

Combining physics-based simulation with time-varying rest
shapes and per-pose material properties makes for a powerful tool
for creating natural and controllable facial dynamics. As the tech-
nical core of our approach, we propose a method for changing the
rest shape of the simulation without inducing spurious dynamic
effects. As a result, our method only adds dynamic motion when
commanded by external forces or head motion, but in the absence
of such effects, the output will correspond exactly to the input ani-
mation.

As we show in our results, our method can enrich blendshape
animations with physics-based dynamic effects for a broad range

of characters, including digital human actors as well as fantasy
creatures. Moreover, our experiments indicate that it is essential
to control material properties both spatially and temporally in or-
der to faithfully capture facial dynamics with a simplified simula-
tion model. Thanks to its simplicity, setting up our simulation rigs
is a lightweight process that requires only a few additional steps
compared to standard animation workflows. In particular, per-pose
material properties can simply be painted using existing tools for
shape or texture control.

2. Related Work

In order to put our work into perspective with existing methods, we
start by reviewing the basic approaches for facial animation, paying
particular attention to physics-based variants. We also discuss more
general but related animation techniques for controlling physical
simulations.

Facial Animation Techniques. There are several approaches for
creating facial animation, including performance capture, blend-
shape animation, and anatomical models that rely on physics. Per-
formance capture methods [BHPS10,BHB∗11,KH12,FJA∗14] can
directly capture the animation including all the physical effects
that occur, but they do not allow easy editing of the animation.
Blendshape animation [LAR∗14] is the most common technique,
and by now is integrated into every professional animation soft-
ware and is widely used throughout the entertainment industry.
However, the drawbacks of blendshape animation are well-known,
for example, the simple linear interpolation does not handle rota-
tional deformations, self-collisions, physical interaction with ex-
ternal objects or secondary motion caused by dynamics. With the
goal of improving flexibility and increasing realism, anatomical ap-
proaches that directly model facial muscles have been proposed
[TW90,KHS01,SNF05,BJTM08]. These methods can simulate all
the desired dynamic effects, but are extremely difficult and time-
consuming to set up. This is why some researchers have focused on
only small parts of the face, such as the forehead [WM15] or cheek
region [MHSH10, RP07]. With a similar motivation, other works
have investigated automatic initialization [LTW95] and anatomy
transfer [CBJ∗15]. However, even these rigs are not capable of cre-
ating production quality results and require further artistic refine-
ment as presented in Cong et al. [CBF16].

In this work, we wish to extend blendshape animation by adding
a layer of physical simulation to account for secondary dynamics,
self-collision, and interaction with external objects. Our method is
transparent to artists, in the sense that it only requires conventional
blendshape animation sequences in order to automatically add
physical effects. We note that the combination of blendshape an-
imation and physics-based simulation has, to various extents, been
investigated in previous work. For example, Ma et al. [MWF∗12]
use a mass-spring system on top of blendshapes, with the goal of al-
lowing interaction between external objects and better handling of
rotational deformations. You et al. [YSZ09] add a physical model
of skin deformation to blendshape animation and propose to blend
forces rather than shapes, such that the resulting facial animation
can more closely follow the underlying physical properties. Sim-
ilar in spirit, Barrielle et al. [BSC16] optimize for blendforces in
order to achieve animations that go beyond the linear span of the
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blendshape basis and automatically incorporate deformations due
to, e.g., lip contacts. Similar to these methods, our approach is
able to automatically prevent self-collisions and respond to contact.
However, our primary focus is on reproducing secondary dynamics
in the facial tissue in a natural, yet controllable way. We therefore
lay aside surface-based models and instead turn to finite element
simulation on volumetric meshes. Most similar to our approach
is the volumetric blendshape method of Ichim et al. [IKNDP16],
who combine finite element simulation with facial blendshapes in
order to preserve volume and avoid self-collisions during anima-
tion, as well as respond to external forces. While we also propose
a representation of blendvolumes, our approach is fundamentally
different in that we take the artist-created blendshape animation as
per-frame rest shapes for the simulation, in order to ensure that we
match the input exactly in the absence of any head motion or ex-
ternal forces. Furthermore, we propose shape-dependent material
parameters, which we call blendmaterials in order to account for
time-varying muscle stiffness during animation. Most importantly,
these contributions are coupled with a novel method for dynamic
rebalancing of inertial forces to ensure physical simulation without
spurious forces induced by the shape and material changes, which
can cause unwanted animation artifacts.

Art-Directed Physics-Based Animation. The ability to control
physical simulations according to the artistic vision is crucial in
production environments. One general approach is to attract the
simulation toward artist-defined target configurations by virtue of
control forces. In the context of blendshape animation, one ap-
pealing option is the tracking solver by Bergou et al. [BMWG07],
which adds physics-based detail while guaranteeing that the re-
sulting simulation will match the low-frequency components of
the input animation. Without modifications, however, this approach
would induce equal amounts of oscillations and wrinkles every-
where on the surface. Furthermore, the locality of the tracking con-
straints has a very significant impact on the results, as it determines
how closely the input animation will be tracked. However, adjust-
ing this locality is a technically-involved process that can be very
cumbersome and frustrating.

Instead of applying arbitrary, non-physical control forces, an-
other line of work has explored the use of muscle-like control
forces that arise due to a change in rest state. For example, Kondo
et al. [KKA05] propose to keyframe rest state changes in or-
der to guide the simulation of a deformable object. In contrast,
Coros et al. [CMT∗12] automatically compute time-varying rest
state changes in order to control the motion of deformable ob-
jects. Instead of active control, Martin et al. [MTGG11] propose
an example-based approach for designing elastic materials with
desired passive deformation behavior. Galoppo et al. [GOM∗09]
present another approach for passive control. They propose to spec-
ify pose-specific dynamic targets and use them to interpolate elas-
tic forces that direct the simulation towards the desirable behavior.
Li et al. [LXB16] share a similar goal of adding physical effects
to triangle-mesh animations. However, an important difference is
that their method relies on a single rest-state to drive the simu-
lation for the entire animation sequence. In contrast, our method
changes the rest-state of the face in order to conform with the artist-
provided blendshape animation. This has the crucial advantage that
our method’s quality does not degrade if the input animation ex-

hibits severe deformations (as is often the case for fantastic char-
acters). Note that a key component of our work is to compensate
for the forces induced by this rest-state change, so that all dynamic
effects in the facial tissue are induced by head motion or other ex-
ternal forces.

Perhaps closer to our problem setting, several works have in-
vestigated ways of using physics-based simulation in the context
of character skinning and animation. One example is the physics-
based skinning method by McAdams et al. [MZS∗11], who drive a
volumetric simulation mesh with an animated skeleton. While this
approach extends the expressive range of a given rig using simu-
lation, Rig-space physics [HMT∗12, HTC∗13] enables simulation
within the subspace of a rig. This approach ensures that all of the
automatically computed secondary motion is expressed in terms of
rig controls, but it can only produce motion that lies within the
space of the rig. Dyna [PMRMB15] learns a statistical model of
soft tissue deformation for changing body poses, and uses it to gen-
erate plausible secondary motion effects for human bodies, but does
not account for other physical interactions. Xu and Barbič [XB16]
enrich character animations by computing the inertia induced by
changes in the character’s pose and use it to induce elastic forces. In
contrast, we consider these forces undesired and introduce a means
to remove such spurious forces and hence preserve the inertial en-
ergy in the system when blending poses or materials. This is of
central importance, for example, in speech sequences where spuri-
ous forces can lead to visibly out-of-sync animations.

3. Overview

Our goal is to enhance traditional blendshape animation with phys-
ical effects, such as secondary motion caused by dynamics. To this
end, we propose to add a layer of physical simulation on top of
blendshape animation. We wish to avoid a complex muscle-based
physical face model and instead we create a simple volume of tis-
sue between the skin surface and the skull and jaw, which consists
of a small number of elements. This volume is created to maintain
direct shape correspondence with the blendshape subspace, defin-
ing a blendvolume rig. A central component of our approach is
to allow spatially-varying per-expression material parameters, ac-
complished with a blendmaterial rig that can account for physical
phenomena such as tissue stiffening when muscles contract. A de-
scription of this physical face model is given in Section 4.

Given an input blendshape animation, our method can enrich the
motion by adding physical effects such as secondary dynamics.
This is accomplished by performing a dynamic simulation of the
element volume, using the shape-dependent material parameters,
and a novel per-frame rest shape update approach that allows for
large shape changes without inducing unwanted dynamic effects.
The details of this blendshape-driven simulation approach are given
in Section 5.

Finally, we describe the steps necessary to initialize our face
model, including the creation of the blendvolume and blendma-
terial rigs, as described in Section 6, and we highlight important
implementation details in Section 7. Section 8 demonstrates our
method on several animation sequences of both humans and fantasy
creatures. The overview of our approach is illustrated in Fig. 2.
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(Section 6)
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Figure 2: Overview – our goal is to add physical simulation to
blendshape animations. First we build a blendvolume rig from a
set of input blendshapes and corresponding skull and jaw bones
(Sec. 6). This physical face model is then used to augment an in-
put animation sequence with physical effects, such as secondary
dynamics (Sec. 5).

4. Physical Face Model

Our method relies on finite-element-based simulation to compute
secondary dynamics in facial tissue. As our goal is to avoid the
geometric complexity of anatomical models and the corresponding
setup times, we use a connected volume mesh for all of the facial
soft tissue. However, in order to capture the salient properties of
muscles and other soft tissue with this simplified model, we allow
for time-varying rest states and spatio-temporally varying material
properties. Aside from being convenient in terms of setup and artis-
tic control, our model draws on the same insights from anatomy
used in previous work (see, e.g., Fan et al. [FLP14]): changes in rest
shape approximate the effect of muscle activation, while changes in
material properties account for the stiffening of living tissue with
increasing deformation. In the following, we introduce our physi-
cal face model which, using blendshape rigs as a basis, interpolates
both rest state geometry and material properties.

4.1. Geometric Model for Animation

We follow the traditional approach for blendshape animation,
where poses S are created from linear combinations of base shapes
BS which encode the relative displacements from the neutral shape
S0 as

S = S0 +BSw, (1)

where w are blendweights. For simulation, we augment the surface
shape S0 with a volumetric mesh X0, representing the soft tissue
underneath. Analogously to the blendshape basis BS that encodes
the shape variation of the surface, we can describe the volume vari-
ation of the soft tissue via a blendvolumes basis BX, which encodes

the nodal displacements relative to X0. In this way, we define a
pose-dependent rest state X of the soft tissue as

X = X0 +BXw. (2)

Details on how to construct the blendvolumes basis BX are given
in Section 6. In addition to the soft tissue, our method also expects
the hard tissue, i.e., skull and jaw, to be given as input. Fig. 3 shows
the individual components of our geometric model.

Figure 3: Geometric Model – neutral shape S0 with embedded skull
and jaw meshes (left) and cross-sectional view of the corresponding
tetrahedral mesh X0, passing through the mouth cavity (right).

4.2. Material Model for Animation

When facial muscles are activated, the soft tissue beneath the skin
stiffens. In order to reproduce this effect in our simplified model,
we augment each blendshape with a blendmaterial

P = P0 +BPwP, (3)

where P0 defines the per-element default material parameters, BP
encodes the expression-specific parameter offsets, and wP is a cor-
responding weight vector. Although not a requirement, simplifying
the formulation by assuming that the material changes linearly with
shape, i.e., wP = w, produced good results in all our experiments.

The material properties can be painted by an artist either as a
texture or directly on the mesh. This is very appealing to artists as
they are used to work with shape dependent maps, such as albedo
textures or normal maps. These maps are then propagated to the
volumetric structure as described in Section 6. An illustration of
shape-dependent material properties is shown in Fig. 4.

The combination of temporally blending volume and material
properties in the same way as blending surface shape allows artists
to add simulation to existing blendshape animations with minimal
overhead. In the next section we will discuss how to correctly blend
these properties without adversely affecting simulation or anima-
tion.

5. Blendshape-Driven Simulation

Using the physical face model described in the previous section,
we now turn to the question of how to enrich blendshape anima-
tions with secondary motion and other physical effects. We begin
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Figure 4: Blendmaterials – we propose to use spatio-temporally
varying materials as a means of modeling changes in physical prop-
erties caused, for example, by muscle activation. Material proper-
ties can be painted per blendshape on the surface of the mesh. Here
we show areas of higher stiffness in red.

by describing our simulation model, then explain how to incorpo-
rate spatio-temporal material and rest shape changes without induc-
ing spurious dynamics.

5.1. Simulation

Elastic Potential. We use a standard finite element approach for
simulating facial tissue. We compute the total elastic energy W of
the facial tissue from elemental contributions U as

W (X,x,P) = ∑
e

U(X|e,x|e,P|e), (4)

where x and X are the nodal positions in the deformed and unde-
formed configurations, respectively, and P are per-element mate-
rial parameters. We further denote |e as the restriction of vertices
and parameters to the ones incident to element e. It is important
to note that every frame of the animation defines a different rest
configuration X, computed as a linear combination of per-pose ele-
ment meshes according to Eq. 2. Similarly, every animation frame
defines a different material configuration P, computed as a linear
combination of per-pose materials according to Eq. 3.

While many choices for the elastic potential U are compatible
with our approach, we choose an extended St. Venant-Kirchhoff
material with an altered second term for better inversion recov-
ery [PDA03] and define

U(X,x,P) = µ [tr(E(X,x))]2 + λ

2

(
V (x)
V (X)

−1
)2

, (5)

where P = [µ,λ]T are the Lamé constants that govern stiffness and

volume preservation, E = 1
2

(
FT F− I

)
denotes the Green strain

tensor with deformation gradient F = ∂x
∂X , and V denotes the vol-

ume of a given configuration and tr(·) the trace operator.

Dynamic Simulation. The dynamics of the facial tissue are gov-
erned by Newton’s second law of motion,

Ma+∇xW (X,x,P) = fext, (6)

where M is the mass matrix and a collects all nodal accelerations.

Assuming, for now, that the rest configuration X and parame-
ters P remain unchanged, we can integrate the equations of motion
using, e.g., the first-order implicit Euler scheme. To this end, we
express the nodal velocities at the next time step as

vn(xn) =
xn−xp

h
, (7)

where xn and xp are nodal positions at the next and previous time
step, respectively, and h denotes the time step size. Similarly, we
define nodal accelerations as

an(xn) =
vn(xn)−vp

h
=

xn−xp

h2 − vp

h
, (8)

resulting in a system of nonlinear equations

Man(xn)+∇xW (X,xn,P) = fext, (9)

which we can solve for the unknown positions xn. In practice, we
follow Martin et al. [MTGG11] and minimize an equivalent dy-
namic objective

fdynamic(xn) =
h2

2
aT

n Man +W (X,xn,P)−xT
n fext, (10)

which assumes the external forces are conservative. This dynamic
objective can be altered to handle non-conservative forces as de-
scribed by Gast et al. [GSS∗15] and Narain et al. [NOB16].

5.2. Rest Shape and Material Changes

Our approach relies on changes to the rest state and material prop-
erties of the simulation mesh in order to control the motion of
the facial tissue. A central challenge that we face is that changes
to the rest configuration X, if done naïvely, will induce spuri-
ous forces that can manifest as visually disturbing oscillations as
demonstrated in Fig. 5. In order to prevent such artifacts, we as-
sume that the inertial forces remain invariant when changing the
rest pose and update the deformed configuration in order to main-
tain dynamic balance.

Dynamic Rebalancing. In order to formalize this idea, assume
that the rest configuration and parameters change from Xp to Xn
and Pp to Pn, respectively. We first perform a dynamic time step
using the previous configuration Xp and Pp, resulting in interme-
diate positions x′n. Next, we compute the inertial force finertial =
Man(x′n). At this point, the inertial forces are in balance with the
elastic and other external forces. However, simply updating the rest
pose and the material parameters would violate this balance and in-
duce artifacts. Instead, we seek to compute corresponding changes
in the deformed configuration such that dynamic balance is main-
tained. This dynamic rebalancing amounts to solving a static prob-
lem,

finertial +∇xW (Xn,xn,Pn) = fext, (11)
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Figure 5: Changing material parameters (top row) or rest shape
(bottom row) over time naïvely induces spurious forces to the simu-
lation, leading to disturbing oscillations (wireframe). Our proposed
dynamic rebalancing approach allows to change these properties
over time without adverse effects (blue shaded).

in order to obtain the final positions xn. In practice, we do so by
minimizing the objective

fstatic(xn) = xT
n finertial +W (Xn,xn,Pn)−xT

n fext. (12)

The full simulation is summarized as pseudo code in Alg. 1. The
proposed update scheme supports changes to both shape and ma-
terial properties over time without introducing spurious forces. It
also guarantees that, in the absence of any external forces, the fa-
cial animation will exactly match the input animation as created by
the artist.

Algorithm 1 Blendshape-Driven Simulation
Require: Initial state xp = Xp = X(0), Pp = P(0), vp = 0

1: while Simulating do
2: Step time t = t +h
3: Blend volumes Xn = X0 +BXw(t)
4: Blend materials Pn = P0 +BPw(t)
5: Solve x′n = argminx fdynamic(x) with X = Xp and P = Pp
6: Update velocities vn(x′n) and accelerations an(x′n)
7: Compute inertial forces finertial = Man
8: Solve xn = argminx fstatic(x)
9: Step quantities Xp = Xn, Pp = Pn, xp = xn, vp = vn

10: end while

Finally, in order to handle self-collisions and contact, we add
standard penalties of the form 1

2 kd2 to our potential W , where d
denotes the penetration depth between two intersecting surface tri-
angles, and k is a corresponding stiffness coefficient.

6. Model Initialization

We now provide details of our initialization process required for
constructing the face model described in Section 4. Looking first
at the geometry, we cover the creation of a blendvolume basis, fol-
lowed by our intuitive method to initialize the blendmaterial basis.

6.1. Blendvolume Basis

Our method takes a neutral mesh S0 as input, along with a blend-
shape basis BS with corresponding skull and per-shape jaw bones.
In order to create the finite element volume X0 we tetrahedral-
ize [Si06] the neutral shape S0, filling the space between the outer
surface and the bones.

In order to enrich animations created on the blendshape rig, we
require a blendvolume rig BX that is in direct shape correspondence
with BS. To this end, we deform the neutral volume (i.e. element
mesh) X0 into each facial expression defined by S0 +Bi

S, and store
the positional offsets as the columns of BX. Several deformation
approaches exist for creating the per-expression element meshes.
One of the most obvious choices would be a volumetric Laplacian
deformation [ZHS∗05], but Laplacian formulations do not prevent
inversion of individual elements [SKPSH13]. Since the resulting
element meshes will be combined to serve as rest configurations
for our simulations, inversion-free configurations are essential. For
this reason, we use simulation to transfer the neutral volume to each
of the facial expressions.

Directly simulating from the rest configuration X0 into each ex-
pression pose is very challenging, since, by definition, the blend-
shapes are the extremal poses of the shape space. For robust defor-
mation, we compute the difference vectors di between face surface
and corresponding nodes of X0 and incrementally stiffen a set of
spring potentials in static solves of the form

fstatic(Xn) =W (Xp,Xn,P0)−∑
i

1
2

kd2
i , (13)

where we initialize the previous rest pose Xp with X0 and update
Xp with Xn after convergence of a static step. During this initial
deformation, we deliberately avoid calculating direct internal con-
straints for nodes that are adjacent to bones in order to allow the
tissue to slide over the bones when appropriate, providing enough
degrees of freedom to match the facial expression surface mesh ex-
actly. Furthermore, we deliberatly reduce the volume preservation
term in Eq. 5 by setting λ to 100 for all static solves to allow for vol-
ume change where necessary due to muscle bulging. Note that we
keep weak volume preservation by setting V (X) to V (X0) to safe-
guard against degenerate element configurations. Once converged,
the element mesh conforms to the facial expression but may not
align internally with the bones. To obtain the final inversion-free
expression configuration, we project these inner boundary nodes to
the closest surface point on the bones, then perform a second static
solve with these additional constraints.
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6.2. Blendmaterial Basis

As mentioned previously, muscles can locally change the physical
material properties of facial tissue, for instance becoming stiffer
when muscles tighten. These changes are very local, requiring a
model that supports spatio-temporal changes in material parame-
ters. In our case, these material changes are encoded in a blendma-
terial basis BP, which is also in perfect shape correspondence with
BS.

Initializing per-shape spatially-varying material parameters,
even for a simple volume like ours, can be a very tedious task.
Our system allows complete artistic control over the expression-
dependent material properties by offering a simple and intuitive
interface for painting properties on the blendshape mesh surfaces.
For each expression, an artist is able to paint distinct regions, e.g. in
different colors, and set parameters directly. We then solve the heat
equation on our element mesh to diffuse the parameters throughout
the volume. Surface painting is a familiar and intuitive interface
for artists who use it for tasks such as texture and material paint-
ing for rendering. Other methods, such as volume painting or even
sculpting muscles regions and transferring the corresponding ma-
terial parameters to our volume, are valid alternatives.

7. Implementation Details

In this section we cover details on how to apply “partial” dynamic
rebalancing for artistically blending back in spurious forces if de-
sired, continuously interpolating between full rebalancing and no
rebalancing. We also discuss the treatment of teeth, how to deal
with excessive resolution rigs, minimize our objectives, and set ma-
terial parameters.

Partial Dynamic Rebalancing. If desired by an artist, spuri-
ous forces induced by blended rest shapes or material properties
can be dialed in with a single parameter α ∈ [0,1]. When rebal-
ancing, we aim to preserve the inertial forces f′inertial = Man(x′n)
after a dynamic step with no configurational changes present (i.e.
X = Xp and P = Pp). Without rebalancing, we could perform dy-
namic steps directly on the next configuration Xn and Pn, leading
to inertial forces f′′inertial = Man(x′′n ) with x′′n denoting the positions
that minimize objective fdynamic. Hence, we can dial in a fraction
of the spurious forces by minimizing the static objective fstatic with
finertial = αf′inertial +(1−α)f′′inertial. By setting α = 1 we perform a
full dynamic rebalancing step while α = 0 does not correct for any
spurious forces (see Fig. 6 for an illustration).

Mouth Cavity, Jaw and Teeth Collision Surfaces. To prevent
the lips from collapsing inwards, we add teeth-shaped collision sur-
faces and attach them to either the upper or lower bones for correct
transformations during posing. To guarantee intersection-free rest
shape configurationsof our blendvolume we detect and resolve col-
lisions using simulation. The jaw is placed manually for each ex-
pression by an artist. While the jaw locations may not be accurate
in this case, we found this approximate positioning to be sufficient
in practice.

Embedded Simulation. Production-level blendshape rigs com-
monly collect differential data for 100k vertices or more. How-
ever, for enriching these rigs with secondary motion effects, this

0.6 0.41.0 0.8 0.2 0

Figure 6: Partial rebalancing for the third frame in Fig. 5 for various
values of α (top). By interpolating from α= 1 (left) to α= 0 (right),
our method (blue surface) can dial in dynamics going from a fully
rebalanced solution to exactly matching the dynamics created by
additional spurious forces (wireframe).

level of detail is excessive and unnecessary. We therefore decimate
our highly detailed surface rigs (50-150k vertices) to about 5k ver-
tices. Decimation takes place on the neutral expression S0 and is
then propagated to the complete basis BS using Laplacian defor-
mation [SCOL∗04]. Simulation (Sec. 5) and initialization (Sec. 6)
are then performed on this embedded rig with up to 9k nodes. Fi-
nally, resulting deformed configurations are mapped back to the
high-resolution surface using the low-resolution vertex positions as
constraints to a Laplacian system.

Performance. To minimize the objectives in Eq. 10 and Eq. 12
we use a standard Newton method with analytical gradients and
Hessians [NW06], which requires approximately 10 iterations un-
til convergence for the examples shown in this paper. We use a time
step size of 1/300 seconds and each iteration of Alg. 1, including
collision detection, takes up to 4 seconds on an Intel Core i7 @ 3.2
GHz. As we target post-production scenarios, such as recombin-
ing body motion and blendshape facial animation, our application
is less time-critical but requires high-quality simulations. Alterna-
tively, our objectives could be minimized using faster solvers, such
as the ADMM solver adapted for physical simulation by Narain et
al. [NOB16].

Material Parameters. We use a mass density of 1100 kg/m3

and set the Lamé constants in Eq. 5 to the values 3000 Pa and 2500
Pa, respectively, and vary µ between 3000 Pa and 20000 Pa. For
all human faces λ is set to 2500 Pa, and for the Fantasy Creature it
varies from 1000 Pa to 2500 Pa.

8. Results

We have used our enrichment technique to add secondary motion
effects to a total of three faces of both realistic (see Figs. 1, 8
and 10) and fantasy characters (see Figs. 7 and 9), in addition to
the illustrative examples shown in Figs. 5 and 6.

Updating Rest Shape and Materials. As one can clearly see in
the accompanying video and Fig. 5, rest shape or material updates
lead to changes of the elastic potential W and in turn, induce spu-
rious forces in dynamic simulations, if not explicitly prevented. In
Fig. 5 (top), we soften the material (from left to right), leading to
vertical oscillations if inertial force preservation is not enforced. In
this visualization, the wireframe mesh is the result of naïve simula-
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Softer Sti�er

Figure 7: Our Fantasy Creature undergoes extreme changes in both rest shape and stiffness: (from left to right) volume and material drastically
shrink and stiffen during a rapid head-shaking sequence, illustrating the full potential of our method.

tion, compared to the blue shaded result of our dynamic rebalanc-
ing method. When elongating an elastic bar (bottom, from left to
right), we observe horizontal oscillations if dynamic rebalancing is
not active.

Human Faces. In Fig. 1 we illustrate a neutral expression un-
dergoing rapid side-to-side head motion and fast up-down running
motion. The additional secondary dynamics are visible especially
in the lip region. Additionally, we show a smile expression under-
going the same running motion, where the secondary effect is much
more subtle due to the stiffened tissue caused by the smile expres-
sion (shown on the far right). We encourage the reader to refer also
to the accompanying video in order to fully appreciate these dy-
namic effects, along with other expressions and motions.

In an example on a second character (see Fig. 8), we enhance a
running sequence with facial expressions changing from squinting
on one side to squinting on the other (A, top and bottom rows) with
plausible secondary dynamics. The necessity of spatio-temporal
material changes is clearly illustrated in the columns on the right:
(B) a spatially uniform material and (C) a spatially-varying but
temporally constant material do not lead to physically-plausible ef-
fects. Only when using spatio-temporally varying materials, we can
achieve the expressiveness needed for the desired effects (D).

Fantasy Characters. To demonstrate the versatility of our ap-
proach, we apply our method to a fantasy creature made of mud.
In Fig. 7 (and towards the end of the accompanying video) we il-
lustrate extreme shape, volume, and stiffness changes. Shapes and
materials change from a “wet and soft” to a “dry and stiff” state.
As we illustrate in Fig. 9, our method is capable of correcting lip
self-collisions as well as handling other contacts, constraining sec-
ondary motion effects to the physically feasible set.

Evaluation. We evaluate the benefit of our dynamic rebalanc-
ing method on a simple speech sequence in Fig. 10. In the ab-
sence of head motion and external forces, our method reproduces
the input animation precisely, while traditional dynamic simulation
overshoots the animated lip motion and lags behind the speech se-
quence (note that this is even more evident in the accompanying
video). Avoiding such spurious motions is particularly important in
speech, where delay or incompatibility between the voice and the
mouth motion can be very disturbing for the viewer.

Spatio-Temporally
Varying

A B C D

Figure 8: Enriching a running sequence with an expression change
from a right (A, top) to a left squint (A, bottom): when using a ho-
mogeneous material (B, middle row) we observe implausibly large
deformations in stiff regions of the face visualized on a rainbow
color map with small displacements in blue and large displace-
ments in red. If we spatially vary the material but keep it tempo-
rally constant (C), we observe plausible secondary motion for the
left (bottom) but not for the right squint (top). By spatio-temporally
varying materials we achieve the desired effects on both expres-
sions (D).

9. Conclusion

In this work, we introduce a method to add physical simulation to
traditional blendshape rigs. As an alternative to complex muscle-
based anatomical models, we combine basic artist-directed anima-
tion with the benefits of physical simulation for creating secondary
motion. Central to our approach is a method to adapt the rest shape
during simulation, according to the input animation, without induc-
ing unwanted forces. This ensures that, in the absence of external
forces or rigid motion our result will exactly match the input an-
imation. Furthermore, we introduce an approach to allow spatio-
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Figure 9: Handling contact and collisions is an integral component
of our approach, illustrated here on a self-collision of the upper
and lower lip: (left) with no collision handling we observe a self-
intersection in proximity of the lip corner while the intersection is
correctly resolved when collision handling is active (right).

2.0

0.0
mm

Figure 10: A speech sequence with no external forces or head mo-
tion: (left) inertia and spurious forces created by varying the rest
shape cause conventional simulation (surface) to deviate from the
input animation (wireframe), leading to a disturbing mismatch be-
tween audio and visuals. The results of our method (surface) match
the input animation precisely (right). The color encodes the error.

temporally changing material parameters during simulation, in or-
der to account for locally changing tissue stiffness caused by mus-
cle activation. Finally, our framework is very simple and intuitive
to control, as defining expression-dependent material parameters is
as simple as painting on the blendshape geometry. As a result, our
method adds realistic physical effects to facial animations, which
we demonstrate on several examples of both humans and a fantasy
creature.

Limitations. Our approach is not without limitations. Our volu-
metric abstraction cannot faithfully mimic true muscle activations,
however, from an animation point of view, our results show very
realistic and plausible motions. Processing time with our method
increases over traditional blendshape animation, and one drawback
is that if the input animation is edited after computing the secondary
motion, the simulation must be computed again for the whole se-
quence (at least from the point of editing onwards). Determining
fast approximate updates to the secondary motion corresponding
to primary animation edits would be an interesting area for future
work.
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