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Abstract

The usage of deep generative models for image compression has led to impressive
performance gains over classical codecs while neural video compression is still in
its infancy. Here, we propose an end-to-end, deep generative modeling approach to
compress temporal sequences with a focus on video. Our approach builds upon
variational autoencoder (VAE) models for sequential data and combines them
with recent work on neural image compression. The approach jointly learns to
transform the original sequence into a lower-dimensional representation as well
as to discretize and entropy code this representation according to predictions of
the sequential VAE. Rate-distortion evaluations on small videos from public data
sets with varying complexity and diversity show that our model yields competitive
results when trained on generic video content. Extreme compression performance
is achieved when training the model on specialized content.

1 Introduction

The transmission of video content is responsible for up to 80% of the consumer internet traffic, and
both the overall internet traffic as well as the share of video data is expected to increase even further in
the future (?). Improving compression efficiency is more crucial than ever. The most commonly used
standard is H.264 (?); more recent codecs include H.265 (?) and VP9 (?). All of these existing codecs
follow the same block based hybrid structure (?) which essentially emerged from engineering out
and refining this concept over decades. From a high level perspective, they differ in a huge number of
smaller design choices and have grown to become more and more complex systems.

While there is room for improving the block based hybrid approach even further (?), the question
remains as to how much longer significant improvements can be obtained while following the same
paradigm. In the context of image compression, deep learning approaches that are fundamentally
different to existing codecs have already shown promising results (?????). Motivated by these
successes for images, we propose a first step towards innovating beyond block-based hybrid codecs
by framing video compression in a deep generative modeling context. To this end, we propose an
unsupervised deep learning approach to encoding video. The approach simultaneously learns the
optimal transformation of the video to a lower-dimensional representation and a powerful predictive
model that assigns probabilities to video segments, allowing us to efficiently entropy-code the
discretized latent representation into a short code length.

Our end-to-end neural video compression scheme is based on sequential variational autoen-
coders (???). The transformations to and from the latent representation (the encoder and decoder) are
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H.265 (21.1 dB @ 0.86 bpp) VP9 (26.0 dB @ 0.57 bpp) Ours (44.6 dB @ 0.06 bpp)

Figure 1: Reconstructed video frames using the established codecs H.265 (left), VP9 (middle),
and ours (right), with videos taken from the Sprites data set (Section 4). On specialized content as
shown here, higher PSNR values in dB (corresponding to lower distortion) can be achieved at almost
an order of magnitude smaller bits per pixel (bpp) rates. Compared to the classical codecs, fewer
geometrical artifacts are apparent in our approach.

parametrized by deep neural networks and are learned by unsupervised training on videos. These
latent states have to be discretized before they can be compressed into binary. ? address this problem
by using a box-shaped variational distribution with a fixed width, forcing the VAE to ‘forget’ all
information stored on smaller length scales due to the insertion of noise during training. This paper
follows the same paradigm for temporally-conditioned distributions. A sequence of quantized latent
representations still contains redundant information as the latents are highly correlated. (Lossless)
entropy encoding exploits this fact to further reduce the expected file size by expressing likely data in
fewer bits and unlikely data in more bits. This requires knowledge of the probability distribution over
the discretized data that is to be compressed, which our approach obtains from the sequential prior.

Among the many architectural choices that our approach enables, we empirically investigate a model
that is well suited for the regime of extreme compression. This model uses a combination of both
local latent variables, which are inferred from a single frame, and a global state, inferred from a multi-
frame segment, to efficiently store a video sequence. The dynamics of the local latent variables are
modeled stochastically by a deep generative model. After training, the context-dependent predictive
model is used to entropy code the latent variables into binary with an arithmetic coder.

In this paper, we focus on low-resolution video (64 ⇥ 64) as the first step towards deep generative
video compression. Figure 1 shows a test example of the possible performance improvements using
our approach if the model is trained on restricted content (video game characters). The plots show
two frames of a video, compressed and reconstructed by our approach and by classical video codecs.
One sees that fine granular details, such as the hands of the cartoon character, are lost in the classical
approach due to artifacts from block motion estimation (low bitrate regime), whereas our deep
learning approach successfully captures these details with less than 10% of the file length.

Our contributions are as follows:

1) A general paradigm for generative compression of sequential data. We propose a general
framework for compressing sequential data by employing a sequential variational autoencoder (VAE)
in conjuction with discretization and entropy coding to build an end-to-end trainable codec.

2) A new neural codec for video compression. We employ the above paradigm towards building
an end-to-end trainable codec. To the best of our knowledge, this is the first work to utilize a deep
generative video model together with discretization and entropy coding to perform video compression.

3) High compression ratios. We perform experiments on three public data sets of varying complexity
and diversity. Performance is evaluated in terms of rate-distortion curves. For the low-resolution
videos considered in this paper, our method is competitive with traditional codecs after training and
testing on a diverse set of videos. Extreme compression performance can be achieved on a restricted
set of videos containing specialized content if the model is trained on similar videos.

4) Efficient compression from a global state. While a deep latent time series model takes temporal
redundancies in the video into account, one optional variation of our model architecture tries to
compress static information into a separate global variable (?) which acts similarly as a key frame in
traditional methods. We show that this decomposition can be beneficial.
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Our paper is organized as follows. In Section 2, we summarize related works before describing
our method in Section 3. Section 4 discusses our experimental results. We give our conclusions in
Section 5.

2 Related Work

The approaches related to our method fall into three categories: deep generative video models, neural
image compression, and neural video compression.

Deep generative video models. Several works have applied the variational autoencoder (VAE) (??)
to stochastically model sequences (??). ?? use a VAE for stochastic video generation. ? and ? apply
a long short term memory (LSTM) in conjunction with a sequential VAE to model the evolution of
the latent space across many video frames. ? separate latent variables of a sequential VAE into local
and global variables in order to learn a disentangled representation for video generation. ? generate
realistic videos by using a generative adversarial network (?) to learn to separate foreground and
background, and ? combine variational and adversarial methods to generate realistic videos. This
paper also employs a deep generative model to model the sequential probability distribution of frames
from a video source. In contrast to other work, our method learns a continuous latent representation
that can be discretized with minimal information loss, required for further compression into binary.
Furthermore, our objective is to convert the original video into a short binary description rather than
to generate new videos.

Neural image compression. There has been significant work on applying deep learning to image
compression. In ???, an LSTM based codec is used to model spatial correlations of pixel values and
can achieve different bit-rates without having to retrain the model. ? perform image compression with
a VAE and demonstrate how to approximately discretize the VAE latent space by introducing noise
during training. This work is refined by (?) which improves the prior model (used for entropy coding)
beyond the mean-field approximation by transmitting side information in the form of a hierarchical
model. ? consider an autoregressive model to achieve a similar effect. ? studies the performance
of generative compression on images and suggests it may be more resilient to bit error rates. These
image codecs encode each image independently and therefore their probabilistic models are stationary
with respect to time. In contrast, our method performs compression according to a non-stationary,
time-dependent probability model which typically has lower entropy per pixel.

Neural video compression. The use of deep neural networks for video compression is relatively
new. ? perform video compression through image interpolation between reference frames using
a predictive model based on a deep neural network. ? and ? use a deep neural architecture to
predict the most likely frame with a modified form of block motion prediction and store residuals
in a lossy representation. Since these works are based on motion estimation and residuals, they are
somewhat similar in function and performance to existing codecs. ? and ? also follow a pipeline
based on motion estimation and residual computation as in existing codecs. In contrast, our method
is not based on motion estimation, and the full inferred probability distribution over the space of
plausible subsequent frames is used for entropy coding the frame sequence (rather than residuals). In
a concurrent publication, ? perform video compression by utilizing a 3D variational autoencoder. In
this case, the 3D encoder removes temporal redundancy by decorrelating latents, wheras our method
uses entropy coding (with time-dependent probabilities) to remove temporal redundancy.

3 Deep Generative Video Compression

Our end-to-end approach simultaneously learns to transform a video into a lower-dimensional latent
representation and to remove the remaining redundancy in the latents through model-based entropy
coding. Section 3.1 gives an overview of the deep generative video coding approach as a whole
before Sections 3.2 and 3.3 detail on the model-based entropy coding and the lower-dimensional
representation, respectively.
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Quantization

˜

zt
<latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit>

Encoding Binarization

˜

zt
<latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit><latexit sha1_base64="Yt2K9k0MRgUKaCEUNNmLvHQQcUM=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyLUEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wf1ppfZ</latexit>

Decoding

˜

xt
<latexit sha1_base64="X4Q1aFm5XrHWDo+IKYEVuO42eN8=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyKWEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wfylpfX</latexit><latexit sha1_base64="X4Q1aFm5XrHWDo+IKYEVuO42eN8=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyKWEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wfylpfX</latexit><latexit sha1_base64="X4Q1aFm5XrHWDo+IKYEVuO42eN8=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyKWEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wfylpfX</latexit><latexit sha1_base64="X4Q1aFm5XrHWDo+IKYEVuO42eN8=">AAACAXicbVBNS8NAEN3Ur1q/ol4EL8EieCqJCHosevFYwbZCE8Jms2mXbjZhdyKWEC/+FS8eFPHqv/Dmv3HT5qCtD5Z9vDfDzLwg5UyBbX8btaXlldW1+npjY3Nre8fc3eupJJOEdknCE3kXYEU5E7QLDDi9SyXFccBpPxhflX7/nkrFEnELk5R6MR4KFjGCQUu+eeAC4yHN3SDhoZrE+ssfisIH32zaLXsKa5E4FWmiCh3f/HLDhGQxFUA4Vmrg2Cl4OZbACKdFw80UTTEZ4yEdaCpwTJWXTy8orGOthFaUSP0EWFP1d0eOY1VupytjDCM175Xif94gg+jCy5lIM6CCzAZFGbcgsco4rJBJSoBPNMFEMr2rRUZYYgI6tIYOwZk/eZH0TluO3XJuzprtyyqOOjpER+gEOegctdE16qAuIugRPaNX9GY8GS/Gu/ExK60ZVc8++gPj8wfylpfX</latexit>
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<latexit sha1_base64="LbQgD7kqKzy9eS/a3cS6ePEaYZw=">AAACPHicdVA9SwNBEN3z2/gVtbRZDEJswp0IWliINpYRTSLkjmNvb2IW9z7YnRPicT/Mxh9hZ2VjoYittXtJCjX6YNnHezPMzAtSKTTa9pM1NT0zOze/sFhZWl5ZXauub7R1kikOLZ7IRF0FTIMUMbRQoISrVAGLAgmd4Oa09Du3oLRI4kscpOBF7DoWPcEZGsmvXqR+7gaJDPUgMl/uYh+QFQWtuyhkCD/Mu6LwkbqRCOk/bn6Exa5frdkNewg6SZwxqZExmn710Q0TnkUQI5dM665jp+jlTKHgEoqKm2lIGb9h19A1NGYRaC8fHl/QHaOEtJco82KkQ/V7R84iXW5oKiOGff3bK8W/vG6GvUMvF3GaIcR8NKiXSYoJLZOkoVDAUQ4MYVwJsyvlfaYYR5N3xYTg/D55krT3Go7dcM73a8cn4zgWyBbZJnXikANyTM5Ik7QIJ/fkmbySN+vBerHerY9R6ZQ17tkkP2B9fgEoTbGk</latexit><latexit sha1_base64="LbQgD7kqKzy9eS/a3cS6ePEaYZw=">AAACPHicdVA9SwNBEN3z2/gVtbRZDEJswp0IWliINpYRTSLkjmNvb2IW9z7YnRPicT/Mxh9hZ2VjoYittXtJCjX6YNnHezPMzAtSKTTa9pM1NT0zOze/sFhZWl5ZXauub7R1kikOLZ7IRF0FTIMUMbRQoISrVAGLAgmd4Oa09Du3oLRI4kscpOBF7DoWPcEZGsmvXqR+7gaJDPUgMl/uYh+QFQWtuyhkCD/Mu6LwkbqRCOk/bn6Exa5frdkNewg6SZwxqZExmn710Q0TnkUQI5dM665jp+jlTKHgEoqKm2lIGb9h19A1NGYRaC8fHl/QHaOEtJco82KkQ/V7R84iXW5oKiOGff3bK8W/vG6GvUMvF3GaIcR8NKiXSYoJLZOkoVDAUQ4MYVwJsyvlfaYYR5N3xYTg/D55krT3Go7dcM73a8cn4zgWyBbZJnXikANyTM5Ik7QIJ/fkmbySN+vBerHerY9R6ZQ17tkkP2B9fgEoTbGk</latexit><latexit sha1_base64="LbQgD7kqKzy9eS/a3cS6ePEaYZw=">AAACPHicdVA9SwNBEN3z2/gVtbRZDEJswp0IWliINpYRTSLkjmNvb2IW9z7YnRPicT/Mxh9hZ2VjoYittXtJCjX6YNnHezPMzAtSKTTa9pM1NT0zOze/sFhZWl5ZXauub7R1kikOLZ7IRF0FTIMUMbRQoISrVAGLAgmd4Oa09Du3oLRI4kscpOBF7DoWPcEZGsmvXqR+7gaJDPUgMl/uYh+QFQWtuyhkCD/Mu6LwkbqRCOk/bn6Exa5frdkNewg6SZwxqZExmn710Q0TnkUQI5dM665jp+jlTKHgEoqKm2lIGb9h19A1NGYRaC8fHl/QHaOEtJco82KkQ/V7R84iXW5oKiOGff3bK8W/vG6GvUMvF3GaIcR8NKiXSYoJLZOkoVDAUQ4MYVwJsyvlfaYYR5N3xYTg/D55krT3Go7dcM73a8cn4zgWyBbZJnXikANyTM5Ik7QIJ/fkmbySN+vBerHerY9R6ZQ17tkkP2B9fgEoTbGk</latexit><latexit sha1_base64="LbQgD7kqKzy9eS/a3cS6ePEaYZw=">AAACPHicdVA9SwNBEN3z2/gVtbRZDEJswp0IWliINpYRTSLkjmNvb2IW9z7YnRPicT/Mxh9hZ2VjoYittXtJCjX6YNnHezPMzAtSKTTa9pM1NT0zOze/sFhZWl5ZXauub7R1kikOLZ7IRF0FTIMUMbRQoISrVAGLAgmd4Oa09Du3oLRI4kscpOBF7DoWPcEZGsmvXqR+7gaJDPUgMl/uYh+QFQWtuyhkCD/Mu6LwkbqRCOk/bn6Exa5frdkNewg6SZwxqZExmn710Q0TnkUQI5dM665jp+jlTKHgEoqKm2lIGb9h19A1NGYRaC8fHl/QHaOEtJco82KkQ/V7R84iXW5oKiOGff3bK8W/vG6GvUMvF3GaIcR8NKiXSYoJLZOkoVDAUQ4MYVwJsyvlfaYYR5N3xYTg/D55krT3Go7dcM73a8cn4zgWyBbZJnXikANyTM5Ik7QIJ/fkmbySN+vBerHerY9R6ZQ17tkkP2B9fgEoTbGk</latexit>

˜

f

<latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit>

p
✓

(

˜

f)

<latexit sha1_base64="XnrC0n+r9Qq+oX8IWEEEUcLDRzw=">AAACGXicbVDJSgNBEO2JW4xb1KOXxiDES5gRQY9BLx4jmAUyIfT01CRNeha6a4QwzG948Ve8eFDEo578GzvLwSQ+aPrxXhVV9bxECo22/WMV1tY3NreK26Wd3b39g/LhUUvHqeLQ5LGMVcdjGqSIoIkCJXQSBSz0JLS90e3Ebz+C0iKOHnCcQC9kg0gEgjM0Ur9sJ/3M9WLp63FovszFISDLc1p1UUgfFswgz8/75Ypds6egq8SZkwqZo9Evf7l+zNMQIuSSad117AR7GVMouIS85KYaEsZHbABdQyMWgu5l08tyemYUnwaxMi9COlX/dmQs1JPlTGXIcKiXvYn4n9dNMbjuZSJKUoSIzwYFqaQY00lM1BcKOMqxIYwrYXalfMgU42jCLJkQnOWTV0nroubYNef+slK/mcdRJCfklFSJQ65IndyRBmkSTp7IC3kj79az9Wp9WJ+z0oI17zkmC7C+fwHqWaIX</latexit><latexit sha1_base64="XnrC0n+r9Qq+oX8IWEEEUcLDRzw=">AAACGXicbVDJSgNBEO2JW4xb1KOXxiDES5gRQY9BLx4jmAUyIfT01CRNeha6a4QwzG948Ve8eFDEo578GzvLwSQ+aPrxXhVV9bxECo22/WMV1tY3NreK26Wd3b39g/LhUUvHqeLQ5LGMVcdjGqSIoIkCJXQSBSz0JLS90e3Ebz+C0iKOHnCcQC9kg0gEgjM0Ur9sJ/3M9WLp63FovszFISDLc1p1UUgfFswgz8/75Ypds6egq8SZkwqZo9Evf7l+zNMQIuSSad117AR7GVMouIS85KYaEsZHbABdQyMWgu5l08tyemYUnwaxMi9COlX/dmQs1JPlTGXIcKiXvYn4n9dNMbjuZSJKUoSIzwYFqaQY00lM1BcKOMqxIYwrYXalfMgU42jCLJkQnOWTV0nroubYNef+slK/mcdRJCfklFSJQ65IndyRBmkSTp7IC3kj79az9Wp9WJ+z0oI17zkmC7C+fwHqWaIX</latexit><latexit sha1_base64="XnrC0n+r9Qq+oX8IWEEEUcLDRzw=">AAACGXicbVDJSgNBEO2JW4xb1KOXxiDES5gRQY9BLx4jmAUyIfT01CRNeha6a4QwzG948Ve8eFDEo578GzvLwSQ+aPrxXhVV9bxECo22/WMV1tY3NreK26Wd3b39g/LhUUvHqeLQ5LGMVcdjGqSIoIkCJXQSBSz0JLS90e3Ebz+C0iKOHnCcQC9kg0gEgjM0Ur9sJ/3M9WLp63FovszFISDLc1p1UUgfFswgz8/75Ypds6egq8SZkwqZo9Evf7l+zNMQIuSSad117AR7GVMouIS85KYaEsZHbABdQyMWgu5l08tyemYUnwaxMi9COlX/dmQs1JPlTGXIcKiXvYn4n9dNMbjuZSJKUoSIzwYFqaQY00lM1BcKOMqxIYwrYXalfMgU42jCLJkQnOWTV0nroubYNef+slK/mcdRJCfklFSJQ65IndyRBmkSTp7IC3kj79az9Wp9WJ+z0oI17zkmC7C+fwHqWaIX</latexit><latexit sha1_base64="XnrC0n+r9Qq+oX8IWEEEUcLDRzw=">AAACGXicbVDJSgNBEO2JW4xb1KOXxiDES5gRQY9BLx4jmAUyIfT01CRNeha6a4QwzG948Ve8eFDEo578GzvLwSQ+aPrxXhVV9bxECo22/WMV1tY3NreK26Wd3b39g/LhUUvHqeLQ5LGMVcdjGqSIoIkCJXQSBSz0JLS90e3Ebz+C0iKOHnCcQC9kg0gEgjM0Ur9sJ/3M9WLp63FovszFISDLc1p1UUgfFswgz8/75Ypds6egq8SZkwqZo9Evf7l+zNMQIuSSad117AR7GVMouIS85KYaEsZHbABdQyMWgu5l08tyemYUnwaxMi9COlX/dmQs1JPlTGXIcKiXvYn4n9dNMbjuZSJKUoSIzwYFqaQY00lM1BcKOMqxIYwrYXalfMgU42jCLJkQnOWTV0nroubYNef+slK/mcdRJCfklFSJQ65IndyRBmkSTp7IC3kj79az9Wp9WJ+z0oI17zkmC7C+fwHqWaIX</latexit>

˜

f

<latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit><latexit sha1_base64="aobgVshmD4k+WfMer3PzPpROslE=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEBF0W3bisYB/QlDKZ3LRDJ5MwMxFKzMJfceNCEbf+hjv/xkmbhbYeGOZwzr3MmeMnnCntON9WZWV1bX2julnb2t7Z3bP3DzoqTiWFNo15LHs+UcCZgLZmmkMvkUAin0PXn9wUfvcBpGKxuNfTBAYRGQkWMkq0kYb2kacZDyDz/JgHahqZKwvzfGjXnYYzA14mbknqqERraH95QUzTCISmnCjVd51EDzIiNaMc8pqXKkgInZAR9A0VJAI1yGb5c3xqlACHsTRHaDxTf29kJFJFNjMZET1Wi14h/uf1Ux1eDTImklSDoPOHwpRjHeOiDBwwCVTzqSGESmayYjomklBtKquZEtzFLy+TznnDdRru3UW9eV3WUUXH6ASdIRddoia6RS3URhQ9omf0it6sJ+vFerc+5qMVq9w5RH9gff4AOcKW3g==</latexit>

Noise
Round

Local state 
neural encoder

Decoder

Arithmetic 
encoder

Arithmetic 
encoder

Arithmetic 
decoder

Arithmetic 
decoder

Global state 
neural encoder

Figure 2: High-level operational diagram of our compression codec (see Section 3). A video segment
is encoded into per-frame latent variables zt and (optionally) also into a per-segment global state f

using a VAE architecture. Both latent variables are then quantized and arithmetically encoded into
binary according to the respective prior models. To recover an approximation to the original video,
the latent variables are arithmetically decoded from the binary and passed through the neural decoder.

3.1 Overview

Lossy video compression is a constrained optimization problem that can be approached from two
different angles: 1) either as finding the shortest description of a video without exceeding a certain
level of information loss or 2) as finding the minimal level of information loss without exceeding
a certain description length. Both optimization problems are equivalent with either a focus on
description length (rate) or information loss (distortion) constraints. The distortion is a measure of
how much error encoding and subsequent decoding incurs while the rate quantifies the amount of bits
the encoded representation occupies. When denoting distortion by D, rate by R, and the maximal
rate constraint by Rc, the compression problem can be expressed as

min D subject to R  Rc.

Such a constrained formulation is often cumbersome but can be solved in a Lagrange multiplier
formulation, where the rate and distortion terms are weighted against each other by a Lagrange
multiplier �:

min D + �R. (1)

In existing video codecs, encoders and decoders have been meticulously engineered to improve
coding efficiency. Instead of engineering encoding and decoding functions, in our end-to-end
machine learning approach we aim to learn these mappings by parametrizing them by deep neural
networks and then optimizing Eq. 1 accordingly.

There is a well-known equivalence (??) between the evidence lower bound in amortized variational
inference (??), and the Lagrangian formulation of lossy coding of Eq. 1. Variational inference
involves a probabilistic model p(x, z) = p(x|z)p(z) over data x and latent variables z. The goal
is to lower-bound the marginal likelihood p(x) using a variational distribution q(z|x). When the
variational distribution q has a fixed entropy (e.g., by fixing its variance), this bound is, up to a
constant,

Eq[log p(x|z)] � � H[q(z|x), p(z)], (2)
where H is the cross entropy between the approximate posterior and the prior. When allowing for
arbitrary �, ? showed in the context of image compression with variational autoencoders that the
negative of Eq. 2 becomes a manifestation of Eq. 1. While the first term measures the expected
reconstruction error of the encoded images, the cross entropy term becomes the expected code length
as the (learned) prior p(z) is used to inform a lossless entropy coder about the probabilities of the
discretized encoded images. In this paper we generalize this approach to videos by employing
probabilistic deep sequential latent state models.

Fig. 2 summarizes our overall design. Given a sequence of frames x1:T = (x1, . . . , xT ), we
transform them into a sequence of latent states z1:T and optionally also a global state f . Although
this transformation into a latent representation is lossy, the video is not yet optimally compressed
as there are still correlations in the latent space variables. To remove this redundancy, the latent
space must be entropy coded into binary. This is the distinguishing element between variational
autoencoders and full compression algorithms. The bit stream can then be sent to a receiver where it
is decoded into video frames. Our end-to-end machine learning approach simultaneously learns the
predictive model required for entropy coding and the optimal lossy transformation into the latent
space. Both components are described in detail in the next sections, respectively.
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3.2 Entropy Coding via a Deep Sequential Model

Predictive modeling is crucial at the entropy coding stage. A better model which more accurately
captures the true certainty about the next symbol has a smaller cross entropy with the data distribution
and thus produces a bit rate that is closer to the theoretical lower bound for long sequences (?). For
videos, temporal modeling is most important, making a learned temporal model an integral part of
our model design. We now discuss a preliminary version of our model which does not yet include the
global state, saving the specific details and encoder of our proposed model for Section 3.3.

General model design. When it comes to designing a generative model, the challenge over image
compression is that videos exhibit strong temporal correlations in addition to the spatial correlations
present in images. Treating a video segment as an independent data point in the latent representation
(as would a 3D autoencoder) leads to data sparseness and poor generalization performance. Therefore,
we propose to learn a temporally-conditioned prior distribution parametrized by a deep generative
model to efficiently code the latent variables associated with each frame. Let x1:T = (x1, · · · , xT )

be the video sequence and z1:T be the associated latent variables. A generic generative model of this
type takes the form:

p
✓

(x1:T , z1:T ) =

TY

t=1

p
✓

(zt|z<t)p✓

(xt | zt). (3)

Above, ✓ is shorthand for parameters of the model. By conditioning on previous frame latents in the
sequence, the prior model can be more certain about the next zt, thus achieving a smaller entropy
and code length (after entropy coding).

Arithmetic coding. Entropy coding schemes require a discrete vocabulary, which is obtained in
our case by rounding the latent states to the nearest integer after training. Care must be taken
such that the quantization at inference time is approximated in a differentiable way during training.
In practice, this is handled by introducing noise in the inference process. Besides dealing with
quantization, we also need an accurate estimate of the probability density over the latent atoms for
efficient coding. Knowledge of the sequential probability distribution of latents allows the entropy
coder to decorrelate the bitstream so that the maximal amount of information per bit is stored (?). We
obtain this probability estimation from the learned prior.

We employ an arithmetic coder (??) to losslessly code the rounded latent variables into binary. In
contrast to other forms of entropy encoding, such as Huffman coding, arithmetic coding encodes
the entire sequence of discretized latent states z1:T into a single number. During encoding, the
approach uses the conditional probabilities p(zt|z<t) to iteratively refine the real number interval
[0, 1) into a progressively smaller interval. After the sequence has been processed and a final (very
small) interval is obtained, a binarized floating point number from the final interval is stored to
encode the entire sequence of latents. Decoding the decimal can similarly be performed iteratively
by undoing the sequence of interval refinements to recover the original latent sequence. The fact
that decoding happens in the same temporal order as encoding guarantees access to all conditional
probabilities p(zt|z<t). Since zt was quantized, all probabilities for encoding and decoding exactly
match. In practice, besides iterating over time stamps t, we also iterate over the dimensions of zt

during arithmetic coding.

3.3 Proposed Generative and Inference Model

In this section, we describe the modeling aspects of our approach in more detail. We refine the
generative model to also include a global state which can be omitted to capture the base case outlined
before. Besides the local state, the global state may help the model capture long-term information.

Decoder. The decoder is a probabilistic neural network that models the data as a function of their
underlying latent codes. We use a stochastic recurrent variational autoencoder that transforms a
sequence of local latent variables z1:T and a global state f into the frame sequence x1:T , expressed
by the following joint distribution:

p
✓

(x1:T , z1:T , f) = p
✓

(f)p
✓

(z1:T )

TY

t=1

p
✓

(xt | zt, f). (4)
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We discuss the prior distributions p
✓

(f) and p
✓

(z1:T ) separately below. Each reconstructed frame
˜

xt, sampled from the frame likelihood p
✓

(xt|f , zt), depends on the corresponding latent variables
zt and (optionally) global variables f . We use a Laplace distribution for the frame likelihood,
p

✓

(xt | zt, f) = Laplace
�
µ

✓

(zt, f), ��11
�
, whose logarithm results in an `1 loss which we

observe produces sharper images than the `2 loss (??).

The decoder mean, µ

✓

(·), is a function parametrized by neural networks. Crucially, the decoder
is conditioned both on global code f and time-local code zt. In detail, (f , zt) are combined by a
multilayer perceptron (MLP) which is then followed by upsampling transpose convolutional layers to
form the mean. More details on the architecture can be found in the supplementary material. After
training, the reconstructed frame in image space is obtained from the mean, ˜

xt = µ

✓

(zt, f).

Encoder. As the inverse of the decoder, the optimal encoder would be the Bayesian posterior
p(z1:T , f | x1:T ) of the generative model above, which is analytically intractable. Therefore, we
employ amortized variational inference (???) to predict a distribution over latent codes given the
input video,

q
�

(z1:T , f | x1:T ) = q
�

(f | x1:T )

TY

t=1

q
�

(zt | xt). (5)

The global variables f are inferred from all video frames in a sequence and may thus contain global
information, while zt is only inferred from a single frame xt.

As explained above in Section 3.2, modifications to standard variational inference are required for
further lossless compression into binary. Instead of sampling from Gaussian distributions with learned
variances, here we employ fixed-width uniform distributions centered at their means: ˜

f ⇠ q
�

(f |
x1:T ) = U

�
ˆ

f � 1
2 , ˆ

f +

1
2

�
, ˜

zt ⇠ q
�

(zt | xt) = U
�
ˆ

zt � 1
2 , ˆ

zt +

1
2

�
.

The means are predicted by additional encoder neural networks ˆ

f = µ

�

(x1:T ), ˆ

zt = µ

�

(xt) with
parameters �. This choice of inference distribution leads exactly to injection of noise with width
one centered at the maximally-likely values for the latent variables, described in Section 3.2. The
mean for the global state is parametrized by convolutions over x1:T , followed by a bi-directional
LSTM which is then processed by a MLP. The encoder mean for the local state is simpler, consisting
of convolutions over each frame followed by a MLP. More details on the decoder architecture is
provided in the supplementary material.

Prior Models. The models parametrizing the learned prior distributions are ultimately used as the
probability models for entropy coding. The global prior p

✓

(f) is assumed to be stationary, while
p

✓

(z1:T ) consists of a time series model. Each dimension of the latent space has its own density
model:

p
✓

(f) =

dim(f)Y

i

p
✓

(f i
) ⇤ U(�1

2

,
1

2

); p
✓

(z1:T ) =

TY

t

dim(z)Y

i

p
✓

(zi
t | z<t) ⇤ U(�1

2

,
1

2

). (6)

Above, indices refer to the dimension index of the latent variable. The convolution with uniform
noise is to allow the priors to better match the true marginal distribution when working with the
box-shaped approximate posterior (see ? Appendix 6.2). This convolution has an analytic form in
terms of the cumulative probability density.

The stationary density p
✓

(f i
) is adopted from (?); it is a flexible non-parametric, fully-factorized

model that leads to a good matching between prior and latent code distribution. The density is defined
by its cumulative and is built out of compositions of nonlinear probability densities, similar to the
construction of a normalizing flow (?).

Two dynamical models are considered to model the sequence z1:T . We propose a a recurrent LSTM
prior architecture for p

✓

(zi
t | z<t) which conditions on all previous frames in a segment. The

distribution p
✓

is taken to be normal with mean and variance predicted by the LSTM. We also
considered a simpler model, which we compare against, with a single frame context, p

✓

(zi
t | z<t) =

p
✓

(zi
t | zt�1), which is essentially a deep Kalman filter (?).
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(a) Sprites (b) BAIR (c) Kinetics

Figure 3: Rate-distortion curves on three datasets measured in PSNR (higher corresponds to lower
distortion). Legend shared. Solid lines correspond to our models, with LSTMP-LG proposed.

Variational Objective. The encoder (variational model) and decoder (generative model) are learned
jointly by maximizing the �-VAE objective (??),

L(�, ✓) =E
f̃ ,z̃1:T⇠q�

[log p
✓

(x1:T | ˜

f , ˜

z1:T )] + � E
f̃ ,z̃1:T⇠q�

[log p
✓

(

˜

f , ˜

z1:T )]. (7)

The first term corresponds to the distortion, while second term is the cross entropy between the
approximate posterior and the prior. The latter has the interpretation of the expected code length
when using the prior distribution p(f , z1:T ) to entropy code the latent variables. It is known (?)
that this term encourages the prior model to approximate the empirical distribution of codes,
E

x1:T [q(f , z1:T |x1:T )]. For our choice of generative model, the cross entropy separates into two in-
dependent terms H

⇥
q
�

(f |x1:T ), p
✓

(f)

⇤
and H

⇥
q
�

(z1:T |x1:T ), p
✓

(z1:T )

⇤
. Note that for our choice

of variational distribution, the entropy contribution of q✓ is constant and is therefore omitted.

4 Experiments

In this section, we present the experimental results of our work. We first describe the datasets,
performance metrics, and baseline methods in Section 4.1. This is followed by a quantitative analysis
in terms of rate-distortion curves in Section 4.2 which is followed by qualitative results in Section 4.3.

4.1 Datasets, Metrics, and Methods

In this work, we train separately on three video datasets of increasing complexity with frame size
64⇥64. 1) Sprites. The simplest dataset consists of videos of Sprites characters from an open-source
video game project, which is used in (???). The videos are generated from a script that samples the
character action, skin color, clothing, and eyes from a collection of choices and have an inherently
low-dimensional description (i.e. the script that generated it). 2) BAIR. BAIR robot pushing dataset
(?) consists of a robot pushing objects on a table, which is also used in (???). The video is more
realistic and less sparse, but the content is specialized since all scenes contain the same background
and robot, and the depicted action is simple since the motion is described by a limited set of commands
sent to the robot. The first two datasets are uncompressed and no preprocessing is performed. 3)
Kinetics600. The last dataset is the Kinetics600 dataset (?) which is a diverse set of YouTube videos
depicting human actions. The dataset is cropped and downsampled, which removes compression
artifacts, to 64 ⇥ 64.

Metrics. Evaluation is based on bit rate in bits per pixel (bpp) and distortion measured in average
frame peak signal-to-noise ratio (PSNR), which is related to the frame mean square error. In the
supplementary material, we also report on multi-scale structural similarity (MS-SSIM) (?) which is a
perception-based metric that approximates the change in structural information.

Comparisons. We wish to study the performance of our proposed local-global architecture with
LSTM prior (LSTMP-LG) by comparing to other approaches. To study the effectiveness of the
global state, we introduce our baseline model LSTMP-L which has only local states with LSTM prior
p

✓

(zt | z<t). To study the efficiency of the predictive model, we show our baseline model KFP-LG
which has both global and local states but with a weak predictive model p

✓

(zt | zt�1), a deep
Kalman filter (?). We also provide the performance of H.264, H.265, and VP9 codecs. Traditional
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(a) Sprites (b) BAIR (c) Kinetics
Figure 4: Average bits of information stored in f and z1:T with PSNR 43.2, 37.1, 30.3 dB for
different models in (a, b, c). Entropy drops with the frame index as the models adapt to the sequence.

codecs are not optimized for low-resolution videos. However, their performance is far superior to
neural or classical image compression methods (applied to compress video frame by frame), so their
performance is presented for comparison. Codec performance is evaluated using the open source
FFMPEG implementation in constant rate mode and distortion is varied by adjusting the constant
rate factor. Unless otherwise stated, performance is tested on videos with 4:4:4 chroma sampling and
on test videos with T = 10 frames. Comparisons with classical codec performance on longer videos
is shown in the supplementary material.

4.2 Quantitative Analysis: Rate-Distortion Tradeoff

Quantitative performance is evaluated in terms of rate-distortion curves. For a fixed quality setting, a
video codec produces an average bit rate on a given dataset. By varying the quality setting, a curve is
traced out in the rate-distortion plane. Our curves are generated by varying � (Eq. 7).

The rate-distortion curves for our method, trained on three datasets and measured in PSNR, are
shown in Fig. 3. Higher curves indicate better performance. From the Sprites and BAIR results, one
sees that our method has the ability to dramatically outperform traditional codecs when focusing on
specialized content. By training on videos with a fixed content, the model is able to learn an efficient
representation for such content, and the learned priors capture the empirical data distribution well.
The results from training on the more diverse Kinetics videos also outperform or are competitive with
standard codecs and better demonstrate the performance of our method on general content videos.
Similar results are obtained with respect to MS-SSIM (supplementary material).

The first observation is that the LSTM prior outperforms the deep Kalman filter prior in all cases.
This is because the LSTM model has more context, allowing the predictive model to be more certain
about the trajectory of the local latent variables, which in turn results in shorter code lengths. We also
observe that the local-global architecture (LSTMP-LG) outperforms the local architecture (LSTMP-L)
on all datasets. The VAE encoder has the option to store information in local or global variables. The
local variables are modeled by a temporal prior and can be efficiently stored in binary if the sequence
z1:T can be sequentially predicted from the context. The global variables, on the other hand, provide
an architectural approach to removing temporal redundancy since the entire segment is stored in one
global state without temporal structure.

During training, the VAE learns to utilize the global and local information in the optimal way. The
utilization of each variable can be visualized by plotting the average code length of each latent state,
which is shown in Fig. 4. The VAE learns to significantly utilize the global variables even though
dim(z) is sufficiently large to store the entire content of each individual frame. This provides further
evidence that it is more efficient to incorporate global inference over several frames. The entropy
in the local variables initially tends to decrease as a function of time, which supports the benefits
from our predictive models. Note that our approach relies on sequential decoding, prohibiting a
bi-directional LSTM prior model for the local state.

4.3 Qualitative Results

We have shown that a deep neural approach (LSTMP-LG architecture) can achieve competitive
results with traditional codecs with respect to PSNR or MS-SSIM (see supplementary material)
metrics overall on low-resolution videos. Test videos from the Sprites and BAIR datasets after
compression with our method are shown in Fig. 1 and Fig. 5 (left), respectively, and compared to
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Figure 5: Compressed videos by our LSTMP-LG model and VP9 in the low bit rate regime (measured
in bpp). Our approach achieves better quality (measured in dB) on specialized content (BAIR, left)
and comparable visual quality on generic video content (Kinetics, right) compared to VP9.

modern codec performance. Our method achieves a superior image quality at a significantly lower
bit rate than H.264/H.265 and VP9 on these specialized content datasets. This is perhaps expected
since traditional codecs cannot learn efficient representations for specialized content. Furthermore,
fine-grained motion is not accurately predicted with block motion estimation. The artifacts from our
method are displayed in Fig. 5 (right). Our method tends to produce blurry video in the low bit-rate
regime but does not suffer from the block artifacts present in the H.265/VP9 compressed video.

5 Conclusions

We have proposed a deep generative modeling approach to video compression. Our method simul-
taneously learns to transform the original video into a lower-dimensional representation as well as
the temporally-conditioned probabilistic model for entropy coding. The best performing proposed
architecture splits up the latent code into global and local variables and yields competitive results
on low-resolution videos. For video sources with specialized content, deep generative video coding
allows for a significant increase in coding performance, as our experiment on BAIR suggests. This
could be interesting for transmitting specialized content such as teleconferencing.

Our experimental analysis focused on small-scale videos. One future avenue is to design alternative
priors that better scale to full-resolution videos, where the dimension of the latent representation
must scale with the resolution of the video in order to achieve high quality reconstruction. For the
local/global architecture that we investigated experimentally, the GPU memory limits the maximum
size of the latent dimension due to the presence of fully-connected layers to infer global and local
states. While being efficient for small videos in the strongly compressed regime, this effectively limits
the maximum achievable image quality. Future architectures may focus more on fully convolutional
components. Besides a different temporal prior, the proposed coding scheme will remain the same.

Since our approach uses a learned prior for entropy coding, this suggests that improved compression
performance can be achieved by improving video prediction. In future work, it will be interesting to
see how our model will work with more efficient predictive models for full-resolution videos. It is
also interesting to think about comparisons between deterministic and stochastic approaches to neural
compression. We argue that by modeling the full data distribution of each frame, a probabilistic
approach should be able to achieve shorter code lengths for fat-tailed and skewed data distributions
than maximum-likelihood based compression methods. Thus we think that our work is a first step
into a new direction for video coding which opens up several exciting avenues for future work.
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