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Figure 1: Rendering results using our artist friendly hair shading system. For film production it is important to see that the overall appearance
holds up not just for a still image, but also when the hair is animated as shown here.

Abstract

Rendering hair in motion pictures is an important and challenging
task. Despite much research on physically based hair rendering, it
is currently difficult to benefit from this work because physically
based shading models do not offer artist friendly controls. As a
consequence much production work so far has used ad hoc shaders
that are easier to control, but often lack the richness seen in real
hair. We show that physically based shading models fail to provide
intuitive artist controls and we introduce a novel approach for cre-
ating an art-directable hair shading model from existing physically
based models. Through an informal user study we show that this
system is easier to use compared to existing systems. Our shader
has been integrated into the production pipeline at the Walt Disney
Animation Studios and is being used in the production of the up-
coming animated feature film Tangled.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and realism—Color, shading, shadowing, and texture

Keywords: Hair shading, artist control, single scattering, multiple
scattering

1 Introduction

Almost all characters in movies, games and other digitally created
content have some kind of hair or fur on their bodies. Our eyes are
very sensitive to the appearance of hair and we can observe subtle
inaccuracies in its appearance. In fact, hair appearance has been
shown to be one of the most important features of avatar personal-
ization [Ducheneaut et al. 2009]. As such it is critical to be able to
render good looking hair and fur. In this context it is important to
recognize that “good looking” does not necessarily mean scientifi-
cally accurate. The appearance is the result of a creative process and
the most important criterion is that it is aesthetically pleasing and

that it fits within the universe of the character. This definition sub-
sumes “photo-realistic” as a special case, but in general it is much
broader.

Hair rendering is challenging because it requires capturing the com-
plex behavior of light scattering events inside the hair volume which
is computationally very expensive. There has been much research
on physically based hair rendering, but it remains difficult for artists
to really benefit from these results. The main drawback of using
physically based shaders in creative endeavors is the lack of suit-
able controls. Because of this, most production work so far has used
ad hoc shaders which are typically more art-directable. However,
ad hoc shaders fail to capture the details in light scattering inside
the hair volume and often produce inconsistent results under differ-
ent lighting conditions. Overall this leads to a less rich appearance
which then limits the universe in which the characters can live.

In the following we illustrate how physically based shaders fail to
satisfy the controllability required in a creative environment. Based
on this, we then present a new approach that can produce an art-
directable hair shading model using the physical properties of hair
fibers. It also handles different lighting conditions while giving full
control over all visually important aspects of the hair appearance to
the artists. In practice it has been shown to be versatile enough to
handle all types of hair as well as fur. Our evaluation shows that
using our new shading model, artists tend to achieve the desired
appearance more easily compared to both a physically based hair
shader and an ad hoc hair shader which has previously been used in
feature film production.

The outline of the remainder of the paper is as follows. In the
next section we briefly consider related work, while Section 3 de-
fines the controls needed by artists. It also explains why physically
based shading models fail to satisfy these needs. In Section 4 we
present our new approach for producing an art-directable hair shad-
ing model based on existing physically based models. In Section 5
we show how we have applied our approach to both the single scat-
tering and multiple scattering components of hair. We proceed by
presenting some rendering results in Section 6. The results of our
evaluation are summarized in Section 7, and we end with the con-
clusion and future work in Section 8.

2 Related Work

Extensive work has been done in the research community to capture
the exact behavior of light scattering by human hair fibers. The first
prominent work in the field of hair rendering is the classical model
of Kajiya and Kay [1989]. Since then, researchers have investi-



gated the scattering of light by hair fibers both in the case of single
scattering [Kim 2002; Marschner et al. 2003] and multiple scat-
tering [Moon and Marschner 2006; Zinke and Weber 2006; Moon
et al. 2008; Zinke et al. 2008]. For a survey on hair rendering please
refer to [Ward et al. 2007]. These methods are all concerned with
physical correctness of the results and do not consider the control-
lability of the hair shading model.

Unfortunately, matching a desired appearance by tweaking the
physically based parameters (e.g. absorption coefficient, and index
of refraction) is a time-consuming and tedious task [Zinke et al.
2009; Bonneel et al. 2009]. There has been some effort to estimate
the values of those physically based parameters by analyzing a sin-
gle photograph [Zinke et al. 2009; Bonneel et al. 2009]. Paris et
al. [2008] also presented an image-based rendering method that is
able to capture the hair style and hair color of a person by using a
complex capturing setup.

All of these methods enable artists to render hair with an appearance
similar to a photographic reference. However, they do not provide
artists any controls for further adjustments. Also, they can only
produce results for which there is already a photographic reference.
In practice, art direction often goes beyond what can be captured
in a photo from the real world, so it is important for a hair shader
to be able to extrapolate beyond the physical range. Furthermore,
it is important to realize that a physically accurate model requires
equally accurate input to generate realistic results. When the goal is
to create aesthetically pleasing imagery rather than doing scientific
simulation of light interaction with hair, it may therefore be neces-
sary to allow for non-physical behavior in order to compensate for
imperfect input-geometry, animation, or lighting.

Beside physically based shading models, there has been a lot of
work on implementing ad hoc shaders in production environments.
Goldman [1997] introduced his fakefur rendering method by modi-
fying the model of Kajiya and Kay. He provided simple parameters
for controlling the amount of light scattering in frontlit and backlit
scenes. Other hair rendering methods have been introduced that are
based on simple shading models like a Lambertian [Apodaca et al.
2000; Apodaca et al. 2002] or the Kajiya and Kay model [Apo-
daca et al. 2001; Neulander 2004]. These methods have introduced
numerous tricks to handle the backlighting situation better as well
as finding a hair tangent based on the surface normal and the hair
geometry to get more pleasing results. Petrovic et al. [2005] pre-
sented a volumetric representation that was easier for the artist to
light. They used the model of Kajiya and Kay for shading. These
shaders have more intuitive and easy-to-understand controls and
they can produce art-directed appearances. However, as previously
mentioned, the results often do not hold up under different light-
ing conditions and they tend to miss some of the visual complexity
which characterizes real hair.

Our work is a form of Participatory Design where all end users of
a system are involved in the design process to ensure the usability
of the final product [Schuler and Namioka 1993]. Participatory de-
sign is a model of User-Centered Design [Norman and Draper 1986;
Norman 2002] and is known to be a challenging process in large de-
velopment environments [Grudin 1993]. To the best of our knowl-
edge, we are the first to present a user-centered design approach
for a physically-based rendering component. However, unlike most
work in this area, we focus on reformulating the underlying com-
putations rather than modifying the user interface to enhance the
usability of the system.

3 Artist Friendly Control Parameters

Making it easy to control the behavior of shading modules is critical
in most creative applications. Art directors usually have specific

comments about the appearance of characters and how they want
to modify the appearance, and it is important that artists have tools
with the right controls to achieve this creative vision.

Having said that, it is important to note that there is no universal
“artist friendly” system. Different artists often have different needs
and concerns regarding the final appearance. These concerns vary
over time, and they are different between production departments as
well as between individuals. In particular, we have found the needs
early on in the creative process to be different compared to those
late in the process. Early on, when the design space is being ex-
plored, a few controls tend to be favored, while a lot of controls are
desired late in the process when specific details are being tweaked.

In general, it is therefore impossible to satisfy the needs of all artists
in one shading model. However, there are some simple criteria
which are common among most users, and usually physically based
shaders fail to satisfy these criteria as described below.

3.1 Intuitive behavior

The first requirement is that the control parameters should corre-
spond to visually distinct features and behave predictably.

In the physically based world, the appearance of materials is be-
ing determined by intrinsic properties (e.g., index of refraction and
absorption coefficients). These physically based properties have
complex and unintuitive effects on the final hair appearance [Zinke
et al. 2009; Bonneel et al. 2009]. This makes it very hard even for
trained artists, to guess the shader parameter values in order to get
a desirable appearance [Mihashi et al. 2005].
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Figure 2: Final hair colors and their corresponding RGB absorp-
tion coefficients. Coming up with appropriate values for the ab-
sorption coefficients to get a desired hair color is not intuitive. Im-
age is reproduced from [Zinke et al. 2009] c© 2009 Association for
Computing Machinery, Inc. Reprinted by permission.

One such example is hair color which is determined by absorption
coefficients. These measure the wavelength based attenuation of
light as it passes through the hair medium, but there is no obvi-
ous relation between the absorbtion coefficients and the hair color.
Adding to the complexity is the fact that the final hair color (espe-
cially for light-colored hair) also depends on the number of light
scattering events inside the hair volume. Figure 2 shows some
hair rendering results and their corresponding absorption coefficient
values.

A more intuitive control parameter for changing the color of hair
would be a simple color variable that has direct impact on the color
of hair. However, for a physically based shader this may not be
easy to implement as the relationship is often highly non-linear es-
pecially when multiple scattering is involved.

3.2 Decoupling

From an artist’s point of view, changes to one visually distinct fea-
ture (e.g. brightness of primary highlight, color of the secondary
highlight) should not affect other visually distinct features. This is
critical because in many cases art directors ask for a change in one
feature and expect the rest of the appearance to remain unchanged.



Physical material properties are unfortunately inherently intercon-
nected: Changing one physical property will in most cases affect
all the visually distinct features of the final appearance. As an ex-
ample, changing the index of refraction of hair will affect the color,
intensity, and position of different highlights. Even if only one of
these needed to change. See Figure 3 (top row) for a visualization
of these effects.

Also, energy conservation forces any physically based scattering
function to integrate to a value less than (or equal to) one. There-
fore, if an artist makes one of the subcomponents of the scattering
function very large, other subcomponents have to become smaller.
As an example, if we increase the intensity of one of the highlights,
the intensity of the other two highlights must be reduced to con-
serve energy. Similarly, if we consider a single highlight, increas-
ing its width will reduce the observed intensity since the energy
gets distributed over a larger area. See Figure 3 (middle row) for
a visualization of this effect on the primary highlight. These cou-
pled behaviors reduce art-directability and are undesirable from a
usability point of view. Instead, in this example, we would like to
be able to change the width of the highlight while keeping the color,
intensity, and position of the highlight intact. See Figure 3 (bottom
row).

Figure 3: Comparison between coupled and decoupled control pa-
rameters. Top row : Changing the index of refraction in a physi-
cally based shader affects all visual components of the appearance
at the same time and is an example of a coupled (and unintuitive)
control parameter. Middle row : Increasing the width of a highlight
in a physically based shader must reduce the intensity to preserve
energy. This coupled behavior is undesirable from an artist’s point
of view. Bottom row : An example of decoupled control parameter
for changing the width of a highlight which will not affect any other
aspects of the highlight.

3.3 Going beyond reality

Physically based models follow the rules of physics and can there-
fore not produce non-physical results. However, in the creative
world the only limitation is the imagination, and art directors are
often interested in appearances which are not feasible in the real
world. To complicate matters, with a physically based shader if one
attempts to modify the hair scattering functions to accommodate
such non-physical requests, undesirable side effects may occur. For
instance, if the modified scattering function is energy absorbent,
the multiple scattering component (which is very important for the
overall hair color) might disappear. On the other hand, if the scatter-
ing function is energy producing, then the multiple scattering com-
ponent will blow up (Figure 4). This happens because the overall
energy gets increased with every bounce. These results, which are
consistent with the rules of physics, are just as undesirable from
an artist’s point of view as the coupling and unintuitive behavior

mentioned above. Our goal is therefore to create controls which
cover the physically correct domain, but which extend seamlessly
into the non-physical domain. For discussion on how we address
this problem refer to Section 5.2.3.

Figure 4: Unexpected behavior of a physically based shading
model after some non-physical modifications to the underlying hair
scattering functions. Left : A physically based setting for the shader
will result in a reasonable multiple scattering component. Center :
When the modified single scattering functions absorb energy the
multiple scattering component might disappear. Right : When the
single scattering functions produce energy, the multiple scattering
component might blow up.

4 Our Approach

As explained above, the reason that physically based shading mod-
els have limited artist controls is that physically based scattering
functions (fs) are defined over the domain of material properties.
We refer to these material properties as Physically Based Controls
(PBC) which include parameters like index of refraction η, absorp-
tion coefficient σa, etc.

fs = f(ωi, ωr, σa, η, ...) = f(ωi, ωr, {PBC}) (1)

where ωi and ωr are lighting and viewing directions.

Our goal is to produce a pseudo scattering function f ′s that approx-
imates fs but is defined on a different domain of parameters which
have intuitive visual meanings to the artists and are separate for all
visually meaningful components. We refer to these intuitive, decou-
pled, and meaningful parameters as Artist Friendly Controls (AFC).

f ′s = f(ωi, ωr, {AFC}) ≈ fs (2)

The pseudo scattering function f ′s is not limited to the rules of
physics and can produce a larger range of appearances than fs.
Therefore, f ′s can produce super-natural appearances as well as
physically based results.

To produce f ′s from fs, we propose the following steps:

1. Examination: Examine the exact behavior of a physically
based scattering function fs over the domain of some material
properties {PBC}.

2. Decomposition: Decompose the behavior of fs into visually
separate and meaningful scattering sub-functions fsi . Defin-
ing meaningful subcomponents is a subjective task and should
be done with the help of the artists who will be the end users
of the system [Norman and Draper 1986].

3. Defining AFCs: For each sub-component fsi , define artist
friendly control parameters AFCij which are intuitive, de-
coupled, and visually meaningful for the artists. These AFCs
define qualities like color, intensity, size, shape, and position
of the visual features. This step is also subjective and should
be done with the help of artists that will be using the system.

4. Reproduction: Create pseudo scattering functions f ′si that ap-
proximate the qualitative behavior of decomposed scattering
functions fsi over the domain of {AFCij}.
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Figure 5: A schematic visualization of our approach . The first column shows the physically based hair scattering function fs which is defined
over a set of physically based parameters {PBC}. The second column shows decomposed scattering functions fsi . In the third column,
meaningful artist friendly controls AFCij are being defined for each subcomponent. In the fourth column, new pseudo scattering functions
f ′si are introduced to approximate each fsi function. These functions are defined over the domain of AFCij . In the last column, all of these
pseudo scattering functions are combined to give us the final pseudo scattering function f ′s that approximates fs.

5. Recombination: Combine the approximated pseudo scatter-
ing functions f ′si to get one pseudo scattering function f ′s.
The final pseudo scattering function f ′s approximates fs and
is defined over the domain of artist friendly control parameters
{AFCij}.

See Figure 5 for a schematic visualization of this approach.

5 Applying Our Approach

In this section we explain how we have applied our approach to the
single and multiple scattering components.

5.1 Single Scattering

5.1.1 Examination

In computer graphics, the prominent work on single scattering
properties of hair fibers is by Marschner et al. [2003]. According
to their measurements, single scattering has three main subcompo-
nents: 1) The light that reflects off the surface of hair (aka primary
highlight), 2) light that has transmitted through the hair medium
(aka transmission highlight), and 3) light that has been internally
reflected off the inner surface of the hair (aka secondary highlight).
We will refer to these components as R, TT, and TRT, respectively
(Figure 6 left).

Due to the presence of tilted cuticles, these three components will
be reflected in three different angles around the hair fiber, forming 3
different cones. The R component has the color of the light source
and usually appears as a bright highlight. The TT component ap-
pears in back lighting situations and is the bright halo around the
hair. The TRT component appears above the primary highlight and
has the color of the hair. This component contains some random-
ized looking sharp peaks that are basically caustics formed as the
light passes through the hair fibers. Their randomized appearance
is due to the fact that hair fibers have elliptical cross sections and
are oriented randomly.

Marschner et al. [2003] showed that one can decompose the scatter-
ing function of a hair fiber into three longitudinal functions M(θ)
and three azimuthal functions N(φ). See Figure 6 for a qualitative
visualization of these six functions. Marschner et al. [2003] defined
the final hair scattering function fs as:

fs(θ, φ) =
∑
X

MX(θ)NX(φ)/ cos2 θ (3)

where subscript X ∈ {R, TT, TRT} represents one of the three
subcomponents.

The longitudinal scattering functions MX(θ) have been modeled
as unit-integral, zero-mean Gaussian functions. The variance of
these Gaussian functions represents the longitudinal width of each
highlight:

MX(θ) = g(β2
X , θh − αX) (4)

Here g is a unit-integral zero-mean Gaussian function, β2
X repre-

sents the variance of the lobe, αX represents its longitudinal shift,
and θh is the longitudinal half angle between incoming and outgo-
ing light directions.

Marschner et al. [2003] proceed to compute the azimuthal scatter-
ing functions assuming that the hair fibers have circular cross sec-
tions. The important observation in this context is that the final
shape of these scattering functions is relatively easy to character-
ize, and that it is qualitatively similar for different types of hair
(Figure 6 right). The exception is the behavior of the glints which
is very complex. However, for our purposes it is sufficient to use a
simplified model as described below.
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Figure 6: Single scattering subcomponents: R, TT, and TRT. (left)
Three different paths that light can take after intersecting a hair
fiber. (middle) Longitudinal scattering functions Mx(θ) which are
three cones with different apex angles. (right) Azimuthal scattering
functions Nx(φ).

5.1.2 Decomposition

For the decomposition step, we asked a team of artists to identify
appearance properties that they want to control. They came up with
four components: primary highlight, secondary highlight, glints,
and the rim light when the hair is backlit.

These four components align with the underlying physically based
calculations very nicely. They are basically the R, TT, and TRT
components where the TRT component is being decomposed into
two subcomponents: glints and TRT excluding the glints.

5.1.3 Defining AFCs

Defining decoupled and meaningful artist friendly controls for
each component means defining qualities like color, intensity, size,



shape, and position of each decomposed component. The artists
came up with the following AFCs:

R: Color, intensity, longitudinal position, and longitudinal width.

TT: Color, intensity, longitudinal position, longitudinal width, and
azimuthal width.

TRT minus glints: Color, intensity, longitudinal position, and
longitudinal width.

Glints: Color, intensity, and frequency of appearance.

Please note that the decomposition and the choice of control param-
eters are subjective choices and could be done differently depending
on the needs of the artists.

5.1.4 Reproduction

Our task is to approximately reproduce all of the decomposed sub-
components based on their defined AFCs.

We do this by simulating the longitudinal and azimuthal scatter-
ing functions separately. To simulate the longitudinal function, we
use Gaussian functions similar to the original paper with the only
difference being that the new functions are unit height instead of
unit-area. This way, changing the width will not affect the bright-
ness of the highlight. We have thus defined the pseudo longitudinal
scattering functions as follows:

M ′X(θ) = g′(β2
X , θh − αX) (5)

where X ∈ {R, TT, TRT}, g′ is a unit-height zero-mean Gaus-
sian function, β2

X represents the longitudinal width of component
X , and αX is its longitudinal shift.

The azimuthal scattering functions are more complex and we have
to simulate each one separately. We have to keep in mind that we
want to keep the peak of these functions constant so that they will
not affect the brightness of each component.

The azimuthal scattering function for the primary highlight NR(φ)
is like an upside down heart shape (Figure 7). We reproduce a
simple approximation of this component according to the work by
Kim [2002] as the equation below :

N ′R(φ) = cos(φ/2) 0 < φ < π (6)

With this approximation we are ignoring the Fresnel term for sim-
plicity but it can be added if more accurate results are desired.
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Figure 7: Visualizing the primary highlight’s control parameters
on its corresponding azimuthal scattering function (left) and a
frontlit rendering (right). (a) The intensity IR, (b) the longitudinal
shift αR, and (c) the longitudinal width β2

R of the primary highlight.

The azimuthal scattering function of the transmission component
NTT is a sharp forward directed lobe (Figure 8). We simply repro-
duce it as a Gaussian with unit height and controllable azimuthal
width:

N ′TT = g′(γ2
TT , π − φ), (7)
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Figure 8: Visualizing the transmission component’s control param-
eters on the corresponding azimuthal scattering function (left) and
a backlit rendering (right). (a) The intensity ITT , (b) the azimuthal
width γ2

TT , (c) the longitudinal shift αTT , and (d) the longitudinal
width β2

TT of the transmission highlight.

where γ2
TT is the azimuthal width.

For the secondary highlight we have more control parameters be-
cause of glints. Due to the eccentricity of the human hair fibers, the
number, intensity, and the azimuthal direction of the glints varies
based on the orientation of each hair. However, since we are only
concerned with the final visual impact of the glints, we assume that
glints are two sharp peaks with the same intensity that are always
coming back toward the incoming light direction. We add a random
shift to their azimuthal direction to get the randomized appearance.
This very simplified model for glints produces visually acceptable
results for our purpose. We give the artist controls over the relative
brightness of the glints and the frequency of their appearance.

N ′TRT−G = cos(φ/2) (8)

N ′G = Igg
′(γ2

g , Gangle − φ) (9)

N ′TRT = N ′TRT−G +N ′G (10)

Here, Ig is the relative intensity of glints over the intensity of sec-
ondary highlight, and γ2

g is the azimuthal width of the glints. In-
creasing the azimuthal width of the glints makes them appear more
often and decreasing their width will reduce their presence. Gangle

is the half angle between two glints. To give a randomize appear-
ance to the glints, Gangle is different for each hair strand and has a
randomized value between 30o and 45o. See Figure 9.
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Figure 9: Visualizing the secondary highlight’s control parame-
ters on the corresponding azimuthal scattering function (left) and
a frontlit rendering (right). (a) The intensity of the secondary
highlight ITRT , (b) the relative intensity of glints Ig , (c) the az-
imuthal width of the glints γ2

g , (d) the half angle between the glints
Gangle, (e) the longitudinal shift αTRT , and (f) the longitudinal
width β2

TRT of the secondary highlight.

To embed the control for color and brightness of each component
we simply multiply each one by a scalar variable and a color vari-
able :

f ′X = CXIXM
′
X(θ)N ′X(φ) (11)

where X ∈ {R, TT, TRT} and CX and IX are the color and
intensity of component X , respectively. In practice these values
can be controlled manually, procedurally or through painted maps.



5.1.5 Recombination

To combine the results we have to add all the components together
and divide by cos2 to account for the projected solid angle of the
specular cone [Marschner et al. 2003].

f ′s =
∑
X

f ′X/ cos2(θ) (12)

Note that f ′s is not energy preserving, which we will discuss further
in Section 5.2.3.

5.2 Multiple Scattering

Considering multiple scattered light is critical for correct reproduc-
tion of hair color, especially for light colored hair. To capture the
exact behavior of multiple scattered light one needs elaborate meth-
ods like brute force path tracing [Zinke and Weber 2007], photon
mapping [Moon and Marschner 2006; Zinke and Weber 2006], or
other grid based approaches [Moon et al. 2008]. Path tracing ap-
proaches are computationally expensive and their results converge
very slowly. Photon mapping and grid based approaches are faster
than path tracing methods but are still relatively expensive. All of
these methods require ray tracing capabilities and are very costly in
a production environment.

Another class of methods try to approximate the multiple scattering
component by considering the physical properties of human hair
fibers. The most prominent work in this category is the Dual Scat-
tering model [Zinke et al. 2008]. This method is fast and relatively
accurate, and with some considerations it can be used efficiently in
production without the use of any extra data structures or any ray
tracing steps [Sadeghi and Tamstorf 2010].

We chose the Dual Scattering model as our physically based scat-
tering function. Here we explain how we have applied our approach
to this model to produce the pseudo scattering function for the mul-
tiple scattering component.

5.2.1 Examination

The Dual Scattering method approximates the multiple scattering
function as a combination of two components: global multiple scat-
tering and local multiple scattering.

Global multiple scattering accounts for the light that reaches the
neighborhood of the shading point. It is dependent on the orien-
tations of all the hairs between the light source and that point. It
requires calculating the forward scattering transmittance and the
spread of the light that reaches the shading point from all light
sources. Global multiple scattering will be computed for different
points separately.

Local multiple scattering approximates the scattering events within
the local neighborhood of the shading point. It is only dependent on
the longitudinal inclination of the hair strand at the shading point,
and assumes that all surrounding hairs in the shading region have
the same orientation and that there is an infinite number of them.
For more details about the Dual Scattering method refer to the orig-
inal paper [Zinke et al. 2008]. Decomposing the dual scattering
component into meaningful components is not as straight-forward
as it is for the single scattering component. To find meaningful
components, we visualized all the terms involved in the computa-
tion of the final result of the model (Figure 10) and asked our artists
to choose the ones that have intuitive meanings for them. The artists
came up with two groups of components:

Forward Scattering component (F.S.) This includes the fscatter
s

term from the dual scattering model, which computes the light
that scatters forward and maintains its forward directionality
inside the hair volume. This component is very important in
backlit situations.
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Figure 10: Different quantities involved in the computation of the
(a) final results of the Dual Scattering method: (b) Single scat-
tering components fs, (c) average backscattering attenuation Ab,
(d) multiple backscattering distribution function for direct lighting
fdirect
back , (e) multiple backscattering distribution function for indi-

rect lighting fscatter
back , (f) average backscattering spread Sb, (g)

single scattering for indirect lighting fscatter
s , (h) F scatter term,

and (i) F direct term.

Backscattering component (B.S.) This includes the terms fdirect
back

and fscatter
back from the dual scattering model. These are mul-

tiple backscattering distribution functions that represent the
light that goes into the hair volume and comes back to the
surface. fdirect

back computes this quantity for direct illumination
and fscatter

back computes this for indirect illumination. Both of
these components are smooth Gaussian functions in the Dual
Scattering model.

Note that fscatter
back and fdirect

back are very similar quantities. fdirect
back

is being used in the computation of F direct while fscatter
back is being

used in the computation of F scatter and accounts for the variance
of forward scattering in the longitudinal directions σ̄2

f (Figure 11 d
and e). In the original paper [Zinke et al. 2008], the term fback is
being used for both of these quantities. For further discussion of
this refer to [Sadeghi and Tamstorf 2010].
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Figure 11: Visualizing the decomposed components of our hair
shading model. (a) Final rendering result. (b) Primary high-
light component R′, (c) secondary highlight component TRT ′, (d)
transmission component TT ′, (e) backscattering componentB.S.′,
and (f) forward scattering component F.S.′.
5.2.2 Defining AFCs

At this point we need to define artist friendly controls like the color,
intensity, size, shape, and position for all of the decomposed com-
ponents. However, all of these components are already indirectly
defined by the values chosen for the single-scattering components.
By overriding these values with artist defined values, we will lose
the richness and details in the appearance of those components.
Therefore, instead of overriding the color variable we provide ad-
justment control parameters for modifying these components. The
artists came up with the following AFCs:



F.S. Color Adjust and Intensity Adjust for modifying the computed
color and intensity values.

B.S. Color Adjust, Intensity Adjust, Longitudinal Shift Adjust, and
Longitudinal Width Adjust.

Setting all these control parameters to their default values gives the
original results of the dual scattering model.

5.2.3 Reproduction and Recombination

To reproduce the dual scattering results we use the original algo-
rithm and replace the single scattering component fdirect

s with our
pseudo scattering function f ′s and embed the defined artist controls
into the fdirect

back , fscatter
back and fscatter

s components.

However, as mentioned in Section 3.3, replacing the physically
based scattering function of fdirect

s with the non-physically based
model f ′s can cause problems since f ′s is not necessarily energy
conserving. For the purpose of computing the multiple scattering
component we solve this problem by normalizing the pseudo scat-
tering function f ′s to make it energy conserving :

f ′
norm
s (θ, φ) =

f ′s(θ, φ)∫
Ω
f ′s(θ′, φ′) dθ′ dφ′

(13)

Here Ω is the full sphere around the shading point. We use this nor-
malized version of the single scattering component for all the com-
putations in the dual scattering model. This will prevent the mul-
tiple scattering component from disappearing or blowing up (Fig-
ure 4). For single scattering we still use the un-normalized function
f ′s which means that the final result of the hair shader is not guaran-
teed to be energy conserving. If this is a problem, another normal-
ization step similar to the one described above can be applied to the
final result of the shader.

Combining all of the above, we get the pseudo code shown below
for reproducing the results of dual scattering with embedded artist
controls. The modifications to the physically based version given
in [Zinke et al. 2008] are highlighted in blue.

// Precompute Āb(θ), ∆̄b(θ), and σ̄2
b (θ) from f ′norm

s for 0 < θ < π

F(Tf ,σ̄2
f , directFraction)

// Backscattering for direct and indirect lighting
fdirectback ⇐ 2Āb(θ)g(θh − ∆̄b(θ) + αBack, σ̄

2
b (θ) + βBack)

/(π cos2 θ)
fscatterback ⇐ 2Āb(θ)g(θh − ∆̄b(θ) + αBack, σ̄

2
b (θ) + σ̄2

f (θ) + βBack)

/(π cos2 θ)

fdirectback ⇐ CBackIBackf
direct
back

fscatterback ⇐ CBackIBackf
scatter
back

// Longitudinal functions for direct and indirect lighting
M ′
X ⇐ g′(θh − αX , β2

X)

MG
X ⇐ g′(θh − αX , β2

X + σ̄2
f )

// Azimuthal functions for indirect lighting
NGX (θ, φ)⇐ 2

π

∫ π
π/2

N ′
X(θ, φ′) dφ′

// Single scattering for direct and indirect lighting
fdirects ⇐

∑
M ′
XN

′
X(θ, φ)

fscatters ⇐
∑
MG
XN

G
X (θ, φ)

fscatters ⇐ CForwardIForwrdf
scatter
s

Fdirect ⇐ directFraction(fdirects + dbf
direct
back )

F scatter ⇐ (Tf - directFraction) df (fscatters + πdbf
scatter
back )

// Combine the direct and indirect scattering components
return (Fdirect + F scatter) cos θi

The symbols used here are as follows : Āb for the average backscat-
tering attenuation, ∆̄b for the average longitudinal shift, σ̄2

b for the
average backscattering variance, Tf for the front scattering trans-
mittance, and σ̄2

f for the front scattering variance. MG
X and NG

X

are the averaged forward scattered longitudinal and azimuthal scat-
tering functions, respectively. All of these terms are taken directly
from the Dual Scattering paper [Zinke et al. 2008].

The terms M ′X and N ′X are the pseudo scattering functions defined
in Section 5.1.4. IForward and IBack are control parameters for ad-
justing the intensity values, while CForward and CBack are control
parameters for adjusting the color values of the forward scattering
and backscattering components respectively. Finally, αBack and
βBack are control parameters for adjusting the longitudinal shift
and the longitudinal width of the back scattering components.

5.3 Decoupling Single and Multiple Scattering

Multiple scattering computations are based on the single scattering
functions, and there is an inherent relationship between these two
components since multiple scattering is basically the effect of many
single scattering events.

However, this relationship can be problematic for art direction. An
art director might request a change of the appearance of the single
scattering (e.g. color of the primary highlight) and yet want to keep
everything else untouched. Unfortunately, if the artist changes the
single scattering components, it will also affect the multiple scat-
tering component.

To address this problem, we have provided the ability to break the
link between single and multiple scattering by having two sets of
parameters for the single scattering components. One of these sets
will feed into the computations of multiple scattering and one will
be used as the parameters of the single scattering. These two sets
are linked together by default, but the artist has the ability to break
this link at any point through the shader GUI.

6 Rendering Results

We have implemented our hair shading system in RenderMan and
it has been fully integrated into the production pipeline at the Walt
Disney Animation Studios. It is currently being used in the produc-
tion of the upcoming animated feature film Tangled and has proven
to be very versatile in handling different types of hair and fur suc-
cessfully. Figure 12 shows some frames from the film.

Figure 1 shows frames from a short animation which is also us-
ing our hair shader, and which is included in the accompanying
video. This shows that the overall appearance holds up nicely when
animated. This is important in film production since many shad-
ing models can produce convincing still images but perform poorly
with animation.

A common concern when introducing a physically inspired shading
system in a production environment is that it might not have the
same amount of flexibility as an existing ad hoc system. To address
this issue, we have recreated the look for a character which was
originally created using an ad hoc shader. Figure 13 shows the look
of this character using both the original shader and our new shader.
Using our new shader, we were able to replicate the art direction and
the overall appearance of the character. Note that the groom for this
character was created specifically for the ad hoc shader. Since the
new shader tends to reveal many more details in the groom than the
ad hoc shader, a more exact match between the two results would
require changes to the underlying groom. We did not do that for
this test as we wanted to focus on the effect of the shader itself.
However, the underlying grooms were adapted to the new shader in
order to produce the results in Figure 1.



Figure 12: The hair shading system has been used successfully for rendering the long blond hair of the character Rapunzel, the short brown
hair of the character Flynn, and the white hair/fur on the horse. The three frames are from the upcoming animated feature film Tangled.

Figure 13: Reproducing the look for the character Penny using the
original hair shader (top row), and our new hair shader (bottom
row).

Figure 14 shows an art reference and a matching rendering using
our new shader. It is important to note that in this case, the art di-
rectors were not looking for an exact match between the rendered
result and the painted reference image. The painted reference only
served as the initial guide for the overall look and feel of the ren-
dered image.

Figure 14: Painted art reference (left) and a corresponding render-
ing (right) using our new hair shader. Faces have been been taken
out intentionally.

7 Evaluation

To evaluate the usability of our shader we organized an informal
user study at our studio. Our goal was to compare our shader to
the current state of the art, by comparing to the existing ad hoc
production shader used in the feature film BOLT and a physically
based shader that has been used in production. The former is based
on Kajiya-Kay’s model, but has many layers of tweaks and controls
built on top of it, and is based on years of accumulated experience
from numerous feature films. The latter is an implementation of
Marschner’s model and Zinke’s BCSDF model for single scattering.

It uses a version of what later became the dual-scattering model for
the multiple scattering. We will refer to the three shaders as the
New shader, the Production shader and the Research shader.

7.1 Setup

We gathered three groups of artists from our look development and
lighting departments with varying levels of experience. We as-
signed one of the shaders to each group of artists and trained each
group on using their assigned shader. Among those who finished
the user study, 6 artists were assigned to the New shader, 4 artists
were assigned to the Research shader, and 3 artists were assigned
to the Production shader.

As reference material for the test we captured photos of a natu-
ral blond hair wig illuminated by a single directional light. Blond
hair provides the most challenging test for most hair shaders, since
its appearance depends on both single and multiple scattering. We
provided 4 photos to the artists corresponding to different lighting
directions, but captured 8 photos to be used for the evaluations. The
goal was to evaluate the behavior of the shaders under both known
and unknown lighting directions. In particular we wanted to be able
to identify situations in which a shader could be fine tuned to match
any given reference, but would require additional tweaks for every
new lighting situation.

See Figure 15. The reason we chose photographic reference was to
ensure a fair comparison for the physically based shader and to give
us an unbiased ground truth.

We groomed a hair model similar to the wig in our photo shoot
setup, and placed it in a scene which contained 8 directional lights
with the same position, orientation and intensity as the ones used
in our photo shoot. Given this we asked the artists to tweak the
parameters of their assigned shader in order to come up with a fixed
set of parameter values to match the appearance of all 4 given photo
references. We limited the amount of time that each artist could
spend on this task to 4 hours which is comparable or a little less
than what they would spend on a similar task in production.

7.2 Ranking

Upon completion of the assignment we used the submitted shader
parameters of each artist to render all 8 lighting directions. We then
anonymized and randomized the order of the rendering results and
encouraged everyone at our studio to rank the results from best to
worst based on the photographic references. We got 36 responses
from a mix of expert and non-expert volunteers. Figure 16 visu-
alizes the distribution of rankings for each shader. All rendering
results and the details of their evaluation ranks are available in the
supplemental materials.
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Figure 15: Reference photographs used for the user study. The labels indicate the location of the light. Only images with black labels were
given to the artists at the time of the user study. All images, however, were used to evaluate the results.
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Figure 16: Normalized distribution of the rankings for all the shad-
ing models (1 is best, 13 is worst). The New shader (red) is gener-
ally ranked better than the Research shader (blue) while the Pro-
duction shader (green) is somewhat inconsistent with really good
results and some not so good. The numbers have been normalized
based on the number of samples in each group.

7.3 Discussion

There are many confounding factors in the evaluation described
above which prevent us from drawing any statistically significant
conclusions. One is the small sample size, which is difficult to ad-
dress since the population of people with the right skillset is fairly
small. Another is the fact that every artist did not repeat the experi-
ment with all three shaders. This means that an exceptionally good
artist can skew the results toward one shader.

With these caveats in mind, there are still a number of trends ap-
parent in the results which are consistent with the experiences we
have had with the use of these shaders in production. The Research
shader generally performs poorly. While the artists are able to get
the desired appearance for some lighting directions, they fail to get
a consistent appearance under all lighting directions. See Figure 17.
In practice they were also a lot more frustrated with the overall ex-
perience using this shader.
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Figure 17: Comparing one of the results of the New shader (middle
row) with one of the results of the Research shader (bottom row).
The artists have successfully matched the frontlit image (middle col-
umn) with the photo reference. However, due to lack of control when
using the Research shader, the artist was not able to match the hair
appearance in the other two lighting setups (left and right columns).

The Production shader can do surprisingly well with an experienced
user, and the best results are clearly better than the best result pro-
duced by the Research shader. However, it often fails to recreate the
appearance of real hair. In particular, it misses the secondary high-
light, and has problems with the bright transmission component. It
also tends to miss the variation in lighting inside the hair volume
and it often gives a flat appearance to the hair. This is shown in
Figure 18, but has also been observed during production use.
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Figure 18: Comparing one of the results of the New shader (mid-
dle row) with one of the results of the Production shader (bottom
row). Unlike the New shader, the Production shader fails to cor-
rectly produce the secondary highlight (left column), to capture the
details of the light scattering inside the hair volume (middle col-
umn), and to produce the bright halo around the hair in the backlit
situation (right column).

In contrast to the above, the new shader generally performs very
well and is able to produce physically plausible results for all the
lighting directions. While it is not flawless, its intuitive controls let
most artists produce good results with a minimal amount of train-
ing. In our video we show that this is also true for different lighting
conditions (indoor / outdoor, direct / indirect, etc.), and in practice
we have received almost exclusively positive feedback from its use
in production.

7.4 Performance

Performance was not the main focus of of our work but our shad-
ing model has turned out to be more efficient than the other two
shaders. We compared the performance of the different shaders by
rendering the frontlit image of the user study in 1024 × 1024 res-
olution on a 2.66 GHz Intel Xeon 5150 machine. The hair model
consisted of 140 guide hairs which were used to generate more than
100000 hairs procedurally at render time. We used the instances
of each shader with the highest rankings for these measurements.
The results indicate that our new shader is around 3.3 times faster
than the Production shader and 1.5 times faster than the Research
shader. This is a significant improvement, especially in movie pro-
duction where even small improvements add up quickly. The Re-
search shader consumes 1.6 times more memory than our shader
and the Production shader uses 1.3 times more memory.



8 Summary and Future Work

We have addressed the problem of art-directability of physically-
based hair shading models. In particular we have defined the basic
requirements for artist friendly systems and shown that physically
based models fail to satisfy those requirements. Based on this we
have introduced a new approach for creating a physically inspired
but art-directable hair shading model. In our experience the new
shading model is more intuitive to use and produces better results
than the previous shading models used in production.

One interesting area that needs more investigation is the interplay
between the underlying groom and the hair shader. Another avenue
for future work is to investigate the applicability of our approach to
materials other than hair. We speculate that our approach is appli-
cable to a much broader range of materials in appearance modeling.
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