
Pattern Recognition 44 (2011) 1958–1968
Contents lists available at ScienceDirect
Pattern Recognition
0031-32

doi:10.1

E-m
1 W

the Frau

(FhG-HH
journal homepage: www.elsevier.com/locate/pr
3D video and free viewpoint video—From capture to display
Aljoscha Smolic 1

Disney Research, Zurich, Clausiusstrasse 49, 8092 Zurich, Switzerland
a r t i c l e i n f o

Available online 15 September 2010

Keywords:

3D video

Stereo video

Free viewpoint video

3DTV
03/$ - see front matter & 2010 Elsevier Ltd. A

016/j.patcog.2010.09.005

ail address: smolic@disneyresearch.com

ork for this paper was performed during the

nhofer Institute for Telecommunications-He

I), Berlin, Germany.
a b s t r a c t

This paper gives an end-to-end overview of 3D video and free viewpoint video, which can be regarded

as advanced functionalities that expand the capabilities of a 2D video. Free viewpoint video can be

understood as the functionality to freely navigate within real world visual scenes, as it is known for

instance from virtual worlds in computer graphics. 3D video shall be understood as the functionality

that provides the user with a 3D depth impression of the observed scene, which is also known as stereo

video. In that sense as functionalities, 3D video and free viewpoint video are not mutually exclusive but

can very well be combined in a single system. Research in this area combines computer graphics,

computer vision and visual communications. It spans the whole media processing chain from capture to

display and the design of systems has to take all parts into account, which is outlined in different

sections of this paper giving an end-to-end view and mapping of this broad area. The conclusion is that

the necessary technology including standard media formats for 3D video and free viewpoint video is

available or will be available in the future, and that there is a clear demand from industry and user for

such advanced types of visual media. As a consequence we are witnessing these days how such

technology enters our everyday life

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Convergence of technologies from computer graphics, compu-
ter vision, multimedia and related fields enabled the development
of advanced types of visual media, such as 3D video (3DV) and
free viewpoint video (FVV), which expand the user’s sensation
beyond what is offered by traditional 2D video [1]. 3DV offers a
3D depth impression of the observed scenery, which is also
referred to as stereo. Specific displays are applied that ensure that
a user sees different views with each eye. If the views are created
properly the brain will fuse the views and a 3D depth impression
will be perceived. This basic principle of stereopsis has been
known since 1838 when Sir Charles Wheatstone published his
fundamental paper about binocular vision [2]. Although the basic
principle of stereopsis is fairly simple, improper 3DV can easily
result in bad user experience. This can be caused by technical
difficulties, e.g. of display systems, or by improper content
creation. In fact the depth impression from a 3D display is a fake
of the human visual system and, if not done properly, results can
be unpleasant. Production of 3DV content is therefore a difficult
art that requires a variety of technical, psychological and creative
skills and has to consider perception and display capabilities [3].
ll rights reserved.
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Today many technical and artistic problems are resolved and 3DV
has reached a high level of maturity. 3DV is available in cinemas,
on Blu-ray disc, TV, games, mobile phones, PDAs, laptops, etc.

FVV allows the user an interactive selection of viewpoint and
direction within a certain operating range, as known from
computer graphics in virtual worlds and games [4]. In contrast
to virtual objects and environments of computer graphics, FVV is
about real world scenes as captured by natural cameras. Usually
multiple camera signals are processed and converted into a
suitable 3D scene representation (see next section) that allows
rendering of arbitrary views. Apart from research prototypes, so
far FVV has mainly been used commercially on production side,
e.g. for famous stop-motion special effects in the movie ‘‘The
Matrix’’ or in the ‘‘EyeVision’’ system [5] for sports effects (see
also fundamental work in [6]). The company LiberoVision offers
an FVV effects system for sports broadcast [7]. Users can enjoy
FVV so far only in a very limited form using advanced displays as
outlined in Section 7.

Both functionalities FVV and 3DV do not exclude each other. In
contrary, they can be very well combined within a single system,
since they are both based on a suitable 3D scene representation.
This means that given a 3D representation of a scene, if a stereo
pair corresponding to the human eyes can be rendered, the
functionality of 3DV is provided. If a virtual view (i.e. not an
available camera view) corresponding to an arbitrary viewpoint
and viewing direction can be rendered, the functionality of FVV is
provided. The ideal future visual media system will provide full
FVV and 3DV at the same time.
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Fig. 1. 3DV and FVV processing chain from capture to display.
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Fig. 2. 3D scene representations for 3DV and FVV.
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In order to enable 3DV and FVV applications, the whole
processing chain, including acquisition, sender side processing, 3D
representation, coding, transmission, rendering and display, needs
to be considered. All these technologies are broad research areas
on their own. The complete 3DV and FVV processing chain is
illustrated in Fig. 1. The end-to-end system design has to take all
parts into account, since there are strong interrelations between
all of them. For instance, an interactive display that requires
random access to 3D data will affect the performance of a coding
scheme, which is based on data prediction.

Depending on concrete application scenario and 3D scene
representation various different algorithms and systems are
available for each of the building blocks, which are the focus of
this paper. The next section will first introduce and classify 3D
scene representations and explain implications. Then Section 3
will give an overview of acquisition systems and processes, which
may include cameras and other types of sensors. Section 4 is
devoted to any sender side processing, i.e. conversion of the
captured signals into the data of the 3D scene representation
format. Efficient coding and transmission of these data are the
focci of Section 5. Rendering, i.e. generation of the desired output
views, is covered in Section 6. Section 7 outlines display systems
and finally Section 8 summarizes and concludes the paper. Since
this paper gives an end-to-end overview of technologies related to
3DV and FVV, coverage of each of these individual areas is brief,
although they are all broad research areas in computer vision,
computer graphics and multimedia communications. The goal is
to give a general understanding from capture to display and to
highlight specific aspects in all related areas.
2. 3D scene representation

The choice of a 3D scene representation format is of central
importance for the design of any 3DV or FVV system [8]. On the
one hand, the 3D scene representation sets the requirements for
acquisition and signal processing on the sender side, e.g. the
number and setting of cameras and the algorithms to extract the
necessary data types. On the other hand, the 3D scene representa-
tion determines the rendering algorithms (and with that also
navigation range, quality, etc.), interactivity, as well as coding and
transmission. Therefore, 3D scene representation determines the
end-to-end design and capabilities of any 3DV and FVV system.

In the computer graphics literature, methods for 3D scene
representation are often classified as a continuum in between two
extremes as illustrated in Fig. 2 [9]. These principles can also be
applied for 3DV and FVV. The one extreme is represented by
formats with full knowledge about the scene geometry. This
approach can also be called geometry-based modeling. In most
cases scene geometry is described on the basis of 3D meshes. Real
world objects are reproduced using geometric 3D surfaces with an
associated texture mapped onto them and the appearance
properties. Alternative geometry-based formats use 3D point
clouds [10] or voxels [11] to represent 3D geometry in FVV
applications. Geometry-based methods allow full freedom of
virtual view rendering as known from classical computer
graphics. However, this is paid by the drawback of the need for
accurate and robust 3D reconstruction of objects and scenes,
which can often not be guaranteed (see Section 4).

The other extreme in 3D scene representations in Fig. 2 is
called image-based modeling and does not use any 3D geometry
at all. In this case virtual intermediate views are generated from
available natural camera views by interpolation. The main
advantage is a potentially high quality of virtual view synthesis
avoiding any 3D scene reconstruction. However, this benefit has
to be paid for by dense sampling of the real world with a
sufficiently large number of natural camera view images. In
general, the synthesis quality and the potential navigation range
increase with the number of available views. Hence, typically
large numbers of cameras have to be set up to achieve high-
performance rendering, and a tremendous amount of image data
needs to be processed therefore. Contrariwise, if the number of
used cameras is too low, interpolation and occlusion artifacts will
appear in the synthesized images, possibly affecting the quality.
Such representations are also called light field [12] or Ray-Space
[13,14].

In between the two extremes there exist a number of methods
that make more or less use of both approaches and combine the
advantages in some way. Some of these representations do not
use explicit 3D models but depth or disparity maps [15]. Such
maps assign a depth value to each pixel of an image (see Fig. 8).
Virtual views can be rendered from depth and video in a limited
operating range by depth image based rendering (DIBR) [16]. In
order to broaden the navigation range the concept can easily be
extended to multi-view video multiple depth (MVD) [17–20].
Layered depth video (LDV) [21] as an extension of the concept of
layered depth images [22] is a more compact alternative
representation. Closer to the geometry-based end of the con-
tinuum we find for instance representations that use 3D models
with multiple textures and view-dependent texture mapping for
rendering [23,24].

As we can see from Fig. 2 the different 3D representation
formats include a variety of different data types. They all have
specific advantages and drawbacks and the design of a specific
application and system has to find the right trade-off. In any case
the choice of the 3D representation format determines all other
modules in the processing chain. The following sections give an
overview of those from capture to display.
3. Acquisition

In most cases 3DV and FVV approaches rely on specific
acquisition systems. Although automatic and interactive 2D–3D
conversion (i.e. from 2D video to 3DV or FVV) is an important



Fig. 4. Stereo video production, motorized camera rig with beam splitter.
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research area for itself (see [25,26] and references therein for
more details). Most 3DV and FVV acquisition systems use
multiple cameras to capture real world scenery [27]. These are
sometimes combined with active depth sensors, structured light,
etc. in order to capture scene geometry. The camera setting (e.g.
dome type as in Fig. 3 or linear as in Fig. 4) and density (i.e.
number of cameras) impose practical limitations on navigation
and quality of rendered views at a certain virtual position.
Therefore, there is a classical trade-off to consider between costs
(for equipment, cameras, processors, etc.) and quality (navigation
range, quality of virtual views, etc.). Fig. 3 illustrates a dome type
multi-camera acquisition system and captured multi-view video.
Such a dome typesetting enables one to represent the whole space
in between and an arbitrary viewing angle onto the scenery
inside. However, spanning such a large volume requires many
cameras or results in a sparse sampling with the mentioned
restrictions on quality. Dome type settings are often used for
controlled indoor environments and experimental setups. These
have practical relevance for studio productions. Circular settings
have been used to capture entire sports stadiums with about
special 30 cameras [5]. The LiberoVision system is capable of
reconstructing broadcast quality views of a football field using
only the normally available production camera setup [7], with
restrictions imposed by the setting (e.g. no views from opposite
direction).
Fig. 3. Multi-camera setup for 3DVO acquisition and captured multi-view video.
A commercially highly important area is acquisition and
production of stereoscopic video, i.e. 2 views that correspond to
the user’s eye positions. As mentioned before this simplest type of
3DV has recently entered broad mass markets. However, produc-
tion of high quality stereo video is a difficult process. Improper
stereo content may cause bad user experience including head-
aches, eye strain and fatigue. Today stereographers know the
rules for production of proper stereo video content [3,26]. This
includes adaptation of the baseline and convergence of the
cameras to the scene content to be captured. Often, for instance,
for far field views, they have to bring the cameras closer together
than physically possible. Therefore they often use mirror rigs
including a camera pair and a beam splitter as shown in Fig. 4. The
rigs are motorized to have full control over baseline and
convergence on set. Integrated image processing tools help to
control stereo parameters like disparity ranges on set [28].
Although some stereo camera rigs are commercially available
(e.g. [29,30]), there is still a lot of room for improvement and
extension of such systems.

One line of research is the extension towards multi-camera
systems and to include for instance depth sensors. Fig. 5 shows on
the left side a 3-camera system with one digital cinema camera in
the middle and 2 HD cameras as satellites on the sides. Such a
setting can be used for instance to capture data to estimate depth
for the middle camera, which is useful for successive post-
production steps, like mixing and compositing content from
different sources. On the right side Fig. 5 shows an extended
stereo rig [31]. It also includes satellites and specific depth
sensors. All these streams can then be used for successive depth
estimation, etc. as discussed in the next sections.

Finally, light field and similar approaches require dense
sampling of the 3D scenery, meaning a dense camera setting.
Examples are shown in Fig. 6. This easily extends to 2D array type
of camera settings [32]. In any case, acquisition for 3DV and FVV
can result in complex settings of cameras and other sensors. These
have to be mounted, the signals have to be recorded and stored,
cameras have to be synchronized, etc. This includes peripheral
equipment like PCs, grabber cards, disks, cables, etc. Thus, design
and implementation of such systems may easily become a
complex and cumbersome engineering task.
4. Sender side processing

After acquisition, the necessary data as defined by the 3D
representation format have to be extracted from the multiple
video and other captured data. This sender side processing can



Fig. 5. Extended multi-view camera systems for 3DV and FVV acquisition.

Fig. 6. Dense multi-view camera settings.
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include automatic and interactive steps; it may be real-time or
offline. Content creation and post-processing are included here.
Tasks may be divided into low-level computer vision algorithms
and higher-level 3D reconstruction algorithms. 3D reconstruction
algorithms include for instance depth estimation and visual hull
reconstruction to generate 3D mesh models. A general problem of
3D reconstruction algorithms is that they are estimations by
nature. The true information is in general not accessible.
Robustness of the estimation depends on many theoretical and
practical factors. There is always a residual error probability that
may affect the quality of the finally rendered output views. User-
assisted content generation is an option for specific applications
to improve performance. Purely image-based 3D scene represen-
tations do not rely on 3D reconstruction algorithms, and therefore
do not suffer from such limitations.
4.1. Low-level algorithms

Low-level vision may include basic algorithms like color
correction, white balancing, de-Bayering, normalization, filtering,
lens distortion correction, camera calibration, rectification, segmen-
tation, feature extraction and tracking, etc. Solutions for these tasks
are well-established; however, in practice they often turn out to be
difficult. The first group of algorithms (color correction, white
balancing, de-Bayering, normalization, filtering, lens distortion
correction, etc.) may be regarded as close to sensor correction and
adaptation of very basic image properties [33]. Although all of this
almost sounds trivial, incorrect white balancing and color adaptation
of large multi-camera setups can be difficult and imperfections can
cause problems for consecutive processing stages.

Camera calibration establishes the relation between the pixels
in the images and the 3D world geometry. This is a research area
for itself. Numerous algorithms and procedures have been
developed to estimate extrinsic and intrinsic camera parameters
for various camera setups [33]. Still special care has to be taken in
practice since any errors may make later recordings unusable and
multi-camera calibration of large setups is still a cumbersome and
complex task. Rectification is the process of alignment of two or
more images towards a common center of projection, which is
very useful to ease successive stages of depth/disparity estimation
and view synthesis [34]. Given the camera calibration it is a
simple equation for 2 images, but for multi-view setups it can
only be solved pairwise or if all cameras are perfectly aligned to a
line with their centers of projection. In practical linear multi-view
setups (e.g. Fig. 6 left) this can be approximated with small
warping corrections to the images compensating small displace-
ments off the common baseline.

Segmentation is the process of separation of images and video
into objects (in the sense of physical objects) or regions (of certain
common properties, not necessarily complete and meaningful
objects). Again this is a complete research area in itself, and a very
difficult and in general unresolved one (e.g. [35–38]). A vast amount
of algorithms have been proposed for this purpose, each having
specific advantages and drawbacks. Still any application that relies
on some segmentation (see e.g. visual hull reconstruction below) has
to find an own setting and solution; still, perfect quality and
robustness can rarely be guaranteed. Errors will directly influence
the following processing stages. Practical systems often work in
controlled environments (studios, blue screen, etc.) or are realized as
user assisted workflows.

Finally we want to mention feature extraction and tracking as
a basic algorithm. Such algorithms as for instance the famous
scale-invariant feature transform (SIFT) tracker [39] may form a
basic part of higher level algorithms like camera calibration or
reconstruction of 3D point clouds from feature trajectories. Again,



Fig. 8. Video and associated per pixel depth data.
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feature tracking and related structure from motion is an
important research area in itself.

4.2. High-level 3D reconstruction algorithms

High-level 3D reconstruction algorithms are those that gen-
erate some kind of 3D geometry. They are high level in the sense
that they use the captured signals and results of low-level
algorithms to create the data of the selected 3D scene representa-
tion format. This may be for instance 3D mesh models with
textures or video plus depth data as described in Section 2. In this
section we outline a few examples of this broad research area.

One important class of 3D reconstruction algorithms is shape-
from-silhouette or visual hull reconstruction [40]. Such algo-
rithms typically use a multi-camera setup as shown in Fig. 3. The
object of interest is segmented in each of the camera views. Any
error in this stage will directly result in artifacts in the rendered
output views. The 3D volume of the object of interest, or more
precisely its convex hull, can be reconstructed using volume
carving [41]. The result is a volumetric voxel model as illustrated
in Fig. 7(a). Further steps may apply surface extraction using the
marching cubes algorithm [42], surface smoothing [43] and mesh
complexity reduction [44] as illustrated in Fig. 7(b)–(d). The result
is a surface 3D mesh model as widely used in computer graphics
providing the same functionalities but describing a real world
object. For photorealistic rendering, a s described below in Section
6, the model has to be textured using color pixel data from the
original video signals.

Numerous variants and improvements of shape-from-silhou-
ette have been described over the years, e.g. [45]. It has been
shown that exploiting a priori knowledge about the object of
interest in the form of pre-defined mesh templates of physical
deformation models helps to improve the results [46]. Inherent
problems arising from segmentation and occlusion remain to be
handled.

Other types of 3D structure recovery include shape-from-focus
and -defocus (SfD) [47,48], shape-from-shading [49,50] and
structure-from-motion (SfM) [51–54]. Some methods extract
geometrical scene properties like vanishing points and lines to
get a 3D reconstruction [55–57]. More important for 3DV and FVV
are structure-from-stereo or depth and disparity estimation
algorithms [58–68]. In this case 2 or more views of a scene are
available and disparity between them or 3D depth of scene points
is estimated using correspondences. This is an important core
research area of computer vision and numerous algorithms for
this purpose have been proposed [61,63]. A typical result is shown
in Fig. 8 [17]. For each pixel in the color image there is a
corresponding depth value describing its depth in the scene. In
this example depth is quantized with 8 bits on a logarithmic scale
between a minimum and maximum distance Znear and Zfar.
Brighter areas are closer to the camera; darker areas are further
Fig. 7. Different steps of vis
in the background. Such a 3D data representation allows
rendering of virtual views nearby the available color image (see
below in Section 6), with that enabling 3DV and FVV; however,
dis-occlusion artifacts increase with distance of the virtual view
from the available view. Reliable, accurate, robust and automatic
depth estimation is still a difficult task, which is why this is still a
very active and important research area. Inherent problems arise
from occlusions and ambiguities, which is why reliable corre-
spondence estimation cannot always be guaranteed. Practical
problems include noise and other types of inaccuracies of signals
and camera setups.

Some approaches combine color cameras with specific depth
sensors that directly capture scene depth [31,70]. Typical time-of-
flight (ToF) depth sensor has a relatively low resolution, e.g.
204�204 pixel. The generated depth maps have to be registered
with the color images, which is not an easy task since both
cameras are inherently located at different positions. Further, ToF
sensors are very sensitive to noise and temperature and the depth
range they can capture is quite limited. Also non-linear distor-
tions can create problems. A promising approach is to combine
ToF depth maps with high resolution depth maps computed by
classical stereo algorithms to get the best of both worlds [70].

The concept of video plus depth is easily extended to
multiview video plus depth (MVD), as illustrated in Fig. 9 [17].
A scene is captured by a multi-camera rig as illustrated in Fig. 6.
Depth data are estimated for each of the original camera views.
This extends the potential navigation range for 3DV and FVV
applications. Also the quality of depth estimation can be
improved by combining information from multiple cameras into
the estimation algorithms [17,18].

MVD is a powerful representation format for 3DV and FVV;
however, this results in a huge amount of highly redundant data.
An alternative is to use a representation known as layered depth
video (LDV) [21], extending the concept of layered depth images
[22]. Image information is stored in different layers that are
extracted from the original views by projecting the views onto
each other and eliminating duplicated content. An example of
LDV is shown in Fig. 10. It has a main layer with associated depth
map and also an occlusion layer with associated depth data. The
main layer is one of the original views, while the occlusion layer is
ual hull reconstruction.



Fig. 9. Multi-view video plus depth. A scene is captured by 8 synchronized cameras (C1–C8) at the same time from different viewpoints. Depth is estimated for each of the

camera views.

Fig. 10. Layered depth video with a main and an occlusion color layer, each with

associated depth.

Fig. 11. Multi-view video coding (MVC).
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extracted from all other views and contains only the content that
is occluded in the main layer view. Note that in principle LDV can
contain more than 2 layers. LDV seems attractive compared to
MVD due to the more compact representation of the data.
However, extraction of LDV is based on view warping (see below
in Section 6) and with that on error prone depth data.
Furthermore, this simple approach ignores influence from reflec-
tions, shadows, etc., which result in different appearance of the
same content in different views. These are preserved in an MVD
representation. Thus an end-to-end comparison of MVD and LDV
taking coding and all other steps of the processing chain into
account is yet to be provided.
5. Coding and transmission

For transmission over limited channels 3DV and FVV data have
to be compressed efficiently. This has been widely studied in the
literature and powerful algorithms are available for many of the
resented representation formats [69]. International standards for
content formats and associated coding technology are necessary to
ensure interoperability between different systems. ISO-MPEG and
ITU-VCEG are international organizations that released a variety of
important standards for digital media including standards for 3DV
and FVV. Classical 2-view stereo has been already supported by
MPEG-2 since the mid-1990s. However, since the general applica-
tion of 3DV did not develop into a significant market yet, there was
no use of related standards so far.

Finally, these days 3DV is reaching wide consumer markets.
First solutions for 3DTV use the so-called frame compatible 3D. Left
and right views are down-sampled horizontally or vertically by a
factor of 2 and combined into a single image of original resolution
in a side-by-side or top–down manner [71]. Then this combined
image is passed for encoding and transmission using the available
algorithms and systems. This way the available coding and
transmission infrastructure can be used without any change. It is
the easiest way for fast and cheap introduction of 3DTV services.
However, this is paid for by the price that half of the resolution of
the images is lost. Alternatives are to use a quincunx or temporal
interleaving of the views also suffering from loss of resolution [71].

More advanced solutions exploit inter-view redundancies for
efficient compression by inter-view prediction and provide the
means to keep full resolution of both views. Multi-view video
coding (MVC) is a recently released extension of H.264/AVC, which
is illustrated in Fig. 11 [72]. It is currently the most efficient way to
encode 2 or more videos showing the same scenery from different
viewpoints. MVC allows the design of a variety of different spatio-
temporal prediction structures that can be tailored to a given
application scenario. The so-called stereo high profile of MVC
provides specific setting for the most important case of stereo
(2-view) video. It forms the basis of the ‘‘Blu-ray 3DTM’’ specification.

Video plus depth as illustrated in Fig. 8 is already supported by
a standard known as MPEG-C Part 3. It is an alternative format for
3DV that requires view synthesis at the receiver (see next
section). Video plus depth supports extended functionality
compared to classical 2-view stereo such adjustment of depth
impression to different displays and viewing preferences [15] in a
limited way. Support for more advanced depth-based formats
such as MVD and LDV is currently under study in a new activity in
MPEG [71]. The goal is to provide an efficient format and coding
specification that would support advanced 3DV functionalities
which rely on view synthesis. These functionalities include a wide
range of auto-stereoscopic displays and individual adjustment of
the depth impression as explained in Section 6.

Different model-based 3D representations for FVV are sup-
ported by various tools of the MPEG-4 standard, which is in fact a
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rich multimedia framework providing dedicated coding tools for a
variety of different data types. Fig. 12 illustrates coding and
multiplexing of dynamic 3D geometry, associated video textures
and auxiliary data using MPEG-4, which enables model-based FVV
[73]. The MPEG-4 Animation Framework eXtension (AFX) [74] is a
part of the standard that supports for instance efficient compres-
sion of static and dynamic meshes, such as Frame-based
Animated Mesh Compression (FAMC) [75]. Also FVV representa-
tions based on point clouds [10] are readily supported by MPEG-4
AFX tools. Associated video textures can be encoded with any
available video codec such as H.264/AVC.

For transport and storage of multimedia data, MPEG standards
already provide efficient mechanisms. These Systems specifica-
tions are known for instance as MPEG-2 TS (Transport) or MPEG-
2/4 file format. They are very flexible and configurable. Embed-
ding of all the data described before (MVC, MPEG-C Part 3, AFX) is
already possible. Support for new data types (e.g. MVD or LDV
coded data) will be specified once available. With that, transport
and storage of 3DV and FVV data can rely on available
infrastructure.
6. Rendering

Rendering is the process of generation of the final output views
from data in the 3D representation format, after decoding if
Fig. 12. Coding and multiplexing of dynamic 3D geometry, associated video

textures and auxiliary data using MPEG-4 for model-based FVV.

Fig. 13. Integrated interacti
applicable. Fig. 13 illustrates the functionality of FVV using an
example of an interactive 3D scene with an FVV object included.
An editor created a scene that further includes a 3601 panorama
and a dynamic computer graphics object. The FVV object was
captured as illustrated in Fig. 3, 3D reconstructed as shown in
Fig. 7, represented and coded as shown in Fig. 12. Now rendering
is done by classical computer graphics methods. Multi-texturing
was applied using the video textures with the FVV object [4]. The
user can navigate freely and watch the dynamic scene from any
desired viewpoint and viewing direction. Fig. 13 includes 6
different viewpoints at 5 points in time (top middle and right are
at the same time from different viewpoints).

In case of a depth-based 3D scene representation, DIBR is
performed to create the output views [16]. Given a color image
and an associated depth map as shown in Fig. 8 along with camera
calibration information, any pixel of the image can be projected
into the 3D space and then projected back onto an arbitrary
virtual camera plane, creating a virtual image. This is in short the
principle of virtual view synthesis. The quality of the virtual view
depends on the accuracy of the depth data. Further, dis-occlusions
will appear in the rendered views that have to be filled by
inpainting [76] or some other kind of image completion. The
amount of dis-occlusions increases with the distance of the virtual
view from the original view, thus drastically limiting the potential
navigation range using single video plus depth. However,
generation of a 2nd virtual stereo view to the given original
camera view is possible in most cases, due to the small required
distance, which is in the range of the human eye distance. In this
case the depth impression is adjustable, since the virtual distance
(baseline, inter-ocular) between the 2 views can be selected by
the user.

Using more than one view plus depth in an MVD or LDV
representation widens the potential navigation range. Fig. 14
illustrates virtual view synthesis using 2 views plus depth as
input. Any virtual view in between the available views can be
rendered and dis-occlusions in one view can be filled to a wide
extent with content from the other view. However, some
unavoidable holes may remain for specific scene geometries,
where content is occluded in both available views. Specific
handling of depth discontinuities helps to reduce artifacts along
object borders [17,20,77].

For more than 2 views the navigation range easily extends
even further by pairwise switching. In principle then a spatio-
temporal video volume is represented by the given data and
ve 3D scene with FVV.



Fig. 14. Intermediate view synthesis from multiple video plus depth data.
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rendering algorithms as illustrated in Fig. 15. FVV is supported
within a certain operating range given by the camera setting. A
high quality stereo pair can be rendered with arbitrary virtual
baseline allowing individual adjustment of the depth impression.
Further, an arbitrary number of output views M can be rendered,
which can be for instance bigger than the number of original
views N. Such an approach with M4N allows efficient support of
auto-stereoscopic displays, which require 9, 16 or even more
views (see Section 7). As illustrated in Fig. 16 only a subset of the
required display views has to be transmitted along with
associated depth data and the other views can be created via
DIBR [19]. In consequence, MVD and derived LDV supports all
advanced FVV and 3DV functionalities in an operating range given
by the camera setting.
7. Display

Finally the rendered output views are presented to the user on
a display. FVV requires interactive input from the user to select
the viewpoint. This can be done by classical devices like mouse or
joystick. Some systems also track the user (head or gaze)
employing cameras and infrared sensors [78].

In order to provide a depth impression 2 or more views have to
be presented to the user appropriately at the same time using a
specific 3D display. Such 3D displays ensure that the user
perceives a different view with each eye at a time. If it is a
proper stereo pair, the brain will compute a 3D depth impression
of the observed scene.

Currently, various types of 3D displays are available and under
development [79]. Traditional technology uses classical 2-view
stereo with one view for each eye and some kind of glasses to
filter the corresponding view into each eye. The old fashioned
anaglyph principle relies on color separation and suffers from
limited color reproduction capability and visual discomfort due to
different spectral contents presented to each eye [79]. Modern
stereo display systems rather rely on polarization or shutter
technology. A 3D display system (may be a cinema screen as well)
based on polarization shows both images at the same time with
different polarizations. The glasses act as different polarizing
filters to separate the views. A 3D shutter display shows both
images in temporally alternating sequence. The glasses are
synchronized with the display and open and close appropriately
so that each eye sees only the corresponding views. Such
stereoscopic displays are already quite mature and readily
available for professional and private users.

Multi-view auto-stereoscopic displays are advanced systems,
which do not require glasses [80]. Here, 2 or more views are
displayed at the same time and a lenticular sheet or parallax
barrier element in front of the light emitters ensures correct view
separation for the viewer’s eyes. If more than 2 views are used,
also limited FVV functionality is supported in the sense that if the
user moves in front of the screen he can perceive a natural motion
parallax impression. This is illustrated schematically in Fig. 16. A
user at position 1 sees views 1 and 2 with right and left eyes,
respectively, only. Another user at position 3 sees views 6 and 7;
hence multi-user 3D viewing is supported. Assume a user moves
from position 1 to position 2. Now views 2 and 3 are visible with
the right and left eyes, respectively. If V1 and V2 is a stereo pair
with proper human eye distance baseline, then V2 and V3 as well
and so on, a user moving in front of such a 3D display system will
perceive a 3D impression with dis-occlusions and occlusions of
objects in the scenery depending on their depth. This motion
parallax impression will not be seamless and the number of
different positions is restricted to M-1. In practice auto-stereo-
scopic displays still suffer from a number of limitations. The
available depth range is limited compared to glasses-based stereo
systems. Ghosting and cross-talk often reduce viewing comfort.
Also, the navigation range (number of views and angle) and the
resolution of each single view are limited.

Even more sophisticated display systems use principles of
light-field rendering [81], integral imaging [82], or holographic



Table 1
Comparison of different 3D scene representations with regard to stages of the 3DV/FVV processing chain.

Acquisition Reconstruction Coding Rendering FVV range

Model-based Relatively few cameras

necessary for wide navigation

Full 3D geometry

reconstruction, error prone

and difficult for complete

scenes, often applied for

objects of interest, exploiting

a-priori knowledge or

interactive operation

Moderate bitrate, can be

set very low at limited

quality

Classical computer

graphics

Wide, dome

settings

(surround)

possible

Depth-based Medium number of cameras

necessary

Depth estimation, error prone Medium bitrate Depth-based view

interpolation

Medium

Image-based Dense sampling of the scene,

many cameras necessary to

enable navigation

None High bitrate if many views

are used

View

interpolation, light

field rendering

Limited
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technology [83]. These are currently mainly available as research
prototypes or single installations. Content creation for such types
of displays and development of the whole corresponding media
pipelines are research areas still in their infancy.
8. Summary and conclusions

This paper provided an overview of 3DV and FVV from capture
to display. Naturally, different aspects of this broad research area
were summarized briefly. For more details the reader is referred
to the publications listed below.

3DV and FVV were introduced as extended visual media that
provide advanced functionalities compared to standard 2D video.
Both can very well be provided by a single system. New
technology spans the whole processing chain from capture to
display. The choice of a certain 3D scene representation is
determining the design of all other modules along the processing
chain. Technology for all the different parts is available, and is
maturating and further emerging.

The 3D scene representations in Fig. 2 and the 3DV/FVV
processing chain in Fig. 1 create a matrix of different technologies.
This is illustrated in Table 1 in a simplified version to capture the
main characteristics. Each 3D scene representation (model-based,
depth-based and image-based) creates a processing chain from
capture to display. At each stage of the pipeline different
algorithms/technologies are applied with different advantages
and drawbacks. As such Table 1 gives a high level mapping of 3DV
and FVV technologies and may help in the design of specific
applications and systems.

Growing interest for such applications is noticed from industry
and users. 3DV is well established in cinemas, with more and
more content being created. There is a strong push from industry
to bring 3DV also to the home front, e.g. via Blu-ray or 3DTV. FVV
is so far established as a post-production technology. FVV end-
user mass market applications are still to be expected for the
future.
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